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     The main aim of this thesis is to use three iterative methods which are 

implemented to get the approximate solutions for some important ODEs, 

PDEs that appeared in physics and engineering.                     .                           

     The first objective of this thesis will be focused on some basic concepts of 

the differential equations and the existence and uniqueness solution for the 

ODEs. .                                                                                                                

    The second objective is to implement the three proposed iterative methods, 

Tamimi-Ansari method, Daftardar-Jafari method and Banach contraction 

method, which are using to find the approximate solutions to some problems 

that arise in physics, such as Painlevé I, Painlevé II, Pendulum , and Falkner-

skan equations. The obtained results are compared numerically with other 

numerical methods, such as the fourth order method Runge-Kutta  and Euler 

method. In addition, we have presented several comparisons among these 

methods, Adomian decomposition method  and variational iteration method.   

Moreover, the convergence of the proposed methods were given are based on 

the Banach fixed point theorem. The results of the maximal error remainder 

values show that the present methods are effective and reliable.                        

     The  third objective is to use the Tamimi-Ansari method, Daftardar-Jafari 

method and Banach contraction method to solve the one dimension, two 

dimension and three dimension non-linear wave equations to get a new 

approximate solutions approaching to the exact solution. Also, the 

convergence analysis of the three methods will be presented using the Banach 

fixed point theorem. Each method does not require any assumption to deal 

with a nonlinear term. These methods are quite efficient and practically well 

suited for use in these problems. There are many examples that demonstrate 

the accuracy and efficiency of this methods.                                                        

ABSTRACT 
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Introduction 

    Ordinary and partial differential equations have many applications in 

science and engineering, especially in problems that have the form of non-

linear equations. Application of the non-linear ordinary  differential equations 

(ODE) and  partial differential equations (PDE) by mathematicians and 

researchers have become more important  and interesting. It has been 

described different types of phenomenas, such as modeling dynamics, thermal 

conductivity, diffusion, acoustic waves, transport and many others[89].            

    In recent years, approximate and analytical methods have been used to 

solve different types of linear and nonlinear differential equations such as: 

variational iteration method (VIM) [94], Adomian decomposition method 

(ADM) [40], Homotopy perturbation method (HPM) [65], residual power 

series method [59], Laplace decomposition method [64] etc. In addition, these 

methods give some useful solutions, but there are some drawbacks like 

calculating the Lagrange multiplier in the VIM and the Adomian polynomials 

for the nonlinear problems in ADM, which leads to complex calculations for a 

number of iterations.                                                       

In this thesis, some types of ordinary and partial differential equations that    

appear in the problems of physics, engineering and other applied sciences will 

be solved using reliable iterative methods. One of these equations is the 

Painlevé I and Painlevé II, which are ordinary differential equations of the 

second-order  with initial conditions. The Painlevé equations have appeared in 

a variety of important physical applications, of which are quantum gravity, 

quantum field theory general relativity, nonlinear optics [79]. The other 

problem is the pendulum  equation, which is an initial value problem a 

nonlinear ODEs of the second-order. There are many applications of               
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 pendulum equation like clocks, cranes and machinery movement and other.    

                                                                                                          

     Moreover, the Falkner-Skan equation, which classified as one of the 

nonlinear third-order ordinary differential equations. It has modeled as a 

variety of important physical applications, such as insulating materials,  

applications of glass and polymer studies[33]. The main problem of numerical 

methods in solving this equation is how to deal with the infinite boundary 

conditions.                                               .                                                                                                           

     Furthermore, the other equations that will be solved are the second order 

1D,  2D and 3D non-linear wave equations. They have great importance in the 

field of physics and engineering. The wave equations have taken great interest 

by the researchers, in addition to solving different types of them [38], as well 

as, to describe many important phenomena's, such as acoustic problems for 

the velocity potential, shock waves, chemical exchange processes in 

chromatography, sediment transport in rivers and waves in plasmas [47]. 

There are some methods and techniques that have been used by many 

researchers to solve different types of these problems [59,32,83,87,80]. 

      Recently, Temimi and Ansari (TAM) [35] have suggested a new semi-

analytical iterative technique to solve nonlinear problems. The TAM was 

inspired from the homotopy analysis method (HAM) [79]. The TAM used to 

solve many ODEs and PDEs, such as PDEs and KdV equations [25], 

differential algebraic equations (DAEs) [48], nonlinear Burgers advection–

diffusion equations [49]. Moreover, this method is effective and reliable and 

does not require restrictions to deal with non-linear terms. 
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       The other proposed method which is presented for the first in 2006 by 

Daftardar-Gejji and Jafari, (DJM) [84] to solve nonlinear equations. This 

method has been used to solve different type of equations, such as fractional 

differential equations [86],  PDEs [75], Volterra integro-differential equations 

and some applications for the Lane-Emden equations [55] and evolution 

equations [76]. This method presents a proper solutions, which converges to 

the exact solution "if such a solution exists" through successive 

approximations. .                                                                                                 

   .      The third iterative method depends on the Banach contraction principle 

(BCP) [85], which considered as the main source of the metric fixed point 

theory. The Banach contraction principle also known to be Banach's fixed 

point theorem (BFPT) which has been used to solve various kinds of 

differential and integral equations [57]. Also, this method does not require 

complex calculations and requires no restrictions to deal with nonlinear terms. 

     This thesis has been arranged as follows: in chapter one, the basic concepts 

of the non-linear differential equations (ordinary and partial)  and some 

analytical and approximate methods will be introduced to solve some 

scientific applications, such as ADM and VIM.  Chapter two, presents the 

basic ideas of the proposed iterative methods, the convergence of the 

proposed methods will be given. Furthermore, the proposed iterative methods 

successfully implemented to solve the Painlevé  I, Painlevé II, pendulum and 

Falkner-skan equation. In chapter three, the proposed methods will be applied 

to solve the 1D, 2D and 3D linear and nonlinear wave equations and the 

convergence of the proposed methods will be given. Finally, in chapter four 

the conclusions and future works are presented.                     .                           
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1 

 

Chapter 1 

 

Basic Concepts 

 
1.1 Introduction 

  The non-linear differential equations have played an important role in 

mathematics applications and considered as a tool to interpret many events in 

engineering, and applied science. Many of these problems are nonlinear 

equations resulting from a particular application that may be complex and 

sometimes. However, there are effective and reliable methods to find the 

approximate, analytic or numerical solutions.                                     .                 

      This chapter has been arranged into five sections. In section 2, a number 

of definitions and theorems will be introduced. In section 3, the existence and 

uniqueness theory for the solution of  boundary value problem will be given. 

In section 4, some types of ODEs are displayed, such as Painlevé I, Painlevé 

Also, some analytical and  . sSkan equation-Falkner , pendulum andII

approximate methods will be introduced to solve some scientific applications, 

such as ADM and VIM. Finally, in section 5, the wave equations  in 1D, 2D, 

and 3D will be presented. Also, the 1D, 2D and 3D wave equations will be 

solved by ADM and VIM.                                           .                                       
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2 

                                                     Preliminaries 1.2 

  Definition 1.2.1: [45] 

     The problem of the initial value for both ordinary and partial differential 

equation, with a specified value is called the initial condition, at the point in 

the domain of the solution. The number of initial conditions depends on the 

order of the differential equation. 

  Definition 1.2.2: [45 ] 

   The problem of the boundary value for  the differential equation with a set 

of  boundary conditions, at two or more points is called the boundary 

conditions. There are four types of boundary conditions which are Dirichlet, 

Neunmann, Mixed and Robin boundary conditions [5]. 

Definition 1.2.3: [6,9] 

 An equation that contains an unknown function   within an integral sign is 

called an integral equation.  A standard form of linear integral equation is:      

     

         ( )   ( )   ∫  (     )
 ( )

 ( )
 ( )                                                    (   )  

where   is the unknown function that appears in most under inside and  

outside the integration sign,   and   are two functions which are the limits of 

integration. The functions   and   are known functions, where   is called the 

kernel of the integral equation and   is a constant parameter. 

Definition 1.2.4: [23] 

 

Let (    ) be a metric space. A mapping         is called contraction on 

X if there exist a positive real number     , such that                    

 (      )     (    ). 
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3 

Definition 1.2.5: [23] 

 

Let                 be a mapping, then is said to satisfy a Lipschitz 

condition if there exist positive a constant   (called the Lipschitz constant) 

such that for all              , then  

                                                                                               

 

Definition 1.2.6 : [31] 

 

  The Padé approximation to    on        is the ratio between two polynomials 

are     ( )       ( ) of degrees   and     respectively and is given by the 

following relationship  

 

 ( )  
  ( )

  ( )
 

∑   
 
     

  ∑   
 
     

 
                  

                    
                                        (   ) 

 

Theorem 1.1.7 (Banach Fixed Point Theorem): [23]  

   Let  (   ) be a metric space , where     . Consider that   is complete 

and let       be a contraction on   , then   admits a unique fixed-point 

            (  )         

 Theorem 1.2.8:[90]  

 Let   be an operator from a Hilbert space   to  . The finite series 

solution   ( )  ∑   ( ) 
    converges if                     such 

that ‖               ‖   ‖             ‖ (where ‖    ‖  

 ‖  ‖ )           . 

 Theorem(1.2.8) is a special case of Banach's fixed point theorem, which is a 

sufficient condition to study the convergence. 
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4 

Theorem 1.2.9: [90]   

  If the series solution  ( )  ∑   ( ) 
    is convergent, then this series will 

represent the exact solution of the current nonlinear problem. 

Theorem 1.2.10: [90]   

 Suppose that the series solution ∑   ( ) 
    is convergent to the exact 

solution  . If the truncated series ∑   ( ) 
    is used as an approximation to 

the solution of the current problem, then the maximum error   ( ) is 

estimated by 

  ( )  
 

   
    ‖  ‖                                                                                     (   ) 

 

1.3 Existence and Uniqueness of the Solution for the Boundary 

Value Problems[73] 

    In this section, we will discuss the existence and uniqueness of the solution 

for the boundary value problems.                                                    

   Let us, consider the boundary value problems for equation     

  ( )( )   (          (   ))                                                                  (   )   

with one type of  the boundary conditions: 

     (   )(  )       (   )(  )     

   
( )(  )       (   )(  )                                           

 (   )(  )   , 

or 

     (   )(  )       (   )(  )     
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( )(  )       (   )(  )                                           

     (   )(  )       (   )(  )     

Where 

                      (         )                               

   is a fixed positive integer.  

We denote the following conditions by Pi 

    (                   )                              

    Then, there exists a unique solution of Eq (   ) on         

        (        (                   )     (                   ) 

                                                      

        (        (                   )     (                   ) 

                                                     

we use these results for two and three-points BVPs 

״    (      )         (  )           (  )                                             (   ) 

    (         )         (  )           (  )      (  )      (   ) 

    Let us to demonstrate the existence and uniqueness of the solution for two-

point value problem by theorem 1.3.5 and three-points boundary value 

problem by using theorem 1.3.6 . 
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Theorem 1.3.1: [73] 

Suppose that           are satisfied and                         

                   then for every                     then there 

exists a unique solution two-point boundary value problem on [     ]  .  

Theorem 1.3.2: [73] 

Suppose that              are satisfied and                         

                     then  for every                   then 

there exists a unique solution to the three-points boundary value problem.  

  

 

1.4 Ordinary Differential Equations  

   The ODEs are the formula that contains the dependent variable    [61], 

some of its derivatives and the independent variable  . In other words any 

equation  (              )     is called the ordinary differential  

equation [45].       are of great importance especially in the interpretation 

of many physical phenomena, chemical and engineering.                      .           

                                                                        

1.4. 1 The  Painlevé Equations I, II 

     The Painlevé equations firstly originated during 1895-1910 through tests 

conducted by two French mathematicians Paul Painlevé and Bertrand 

Gambier [20]. It was classified as the differential equations of the second 

order that have a significant role in many areas of mathematics and physics. 

Painlevé equations have been used in many applications including nonlinear 

waves, plasma physics, statistical mechanics, fiber-optic and others [21].         

    Many methods are successfully used to solve the Painlevé equations. For 

example, the optimal homotopy asymptotic method (OHAM) [26] to solve the 

Painlevé equation II, Adomian decomposition method (ADM) [18] and 

Legendre Tau Method [71]. Hesameddini and Peyrovi [22] have applied the 
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variational iteration method (VIM) and homotopy perturbation method 

(HPM) to find an approximate solution of  Painlevé equation I.                         

    Painlevé equations of the first and second types will be defined by the 

following formulas [20,13].                                                                               .  

PI:    ( )      ( )                                                                    (   ) 

with the given initial conditions:   ( )       ( )   . 

 

PII:    ( )      ( )     ( )                                                (   ) 

with the initial conditions   ( )       ( )   , where   is a known 

parameter. 

 

 

1.4.2 Analytical methods for solving the Painlevé equations. 

In this subsection, the ADM and VIM will be used to solve the nonlinear 

Painlevé equation I . 

 

1.4.2.1 The ADM 

 

     In the late of the 20th century of the 1980s, the ADM  was found by 

George Adomian [28, 29]. This method has an important role in applied 

mathematics [78], plus easy handling of many types of ODEs, PDEs (linear 

and nonlinear), integral equations and other equations [72]. The solution 

resulting from this method is in the form of a series.             .                            

                                                                                    

    Consider the nonlinear functional equation given by following  [88]   

        ( )                                                                                                    (   ) 

where,   is a linear operator and   is a nonlinear operator,  ( ) is a given 

function. 

The solution   is represented as the sum of series 



Chapter one                                                            Basic Concepts 
 

 
8 

    ∑   

 

   

                                                                                                           (    ) 

                           N( )                           

   ( )  ∑   

 

   

                                                                                                (    ) 

Where     are Adomiani polynomials which are computed by  

      
 

  
 

  

    
   (∑     )      

 

   

                                                  (    ) 

Adomian polynomials are organized to have the form 

    (   )                                                                                                               

       
  (  )                                                                                                          

       (  )  
  

 

  
  (  )                                                                                   

       (  )         (  )  
  

 

  
    (  )                                                        

      ⁞ 

 By substituting  Eq. (1.10) and (1.11) in Eq. (1.9), we get: 

∑   

 

   

 ∑   

 

   

                                                                                       (    ) 

Now, we will create the ADM string terms as follows: 

  
                                               
                            

}                                                        (    ) 

 

Note 1.1: 

 

In order to transform multiple integrations into single, we use the general 

transformation formula given by [6] 
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∫ ∫  ∫  (  )       

    

 

  

 

  

 

 
 

(   ) 
∫ (   )    ( )                                           (    )

 

 

 

 

1.4.4 Error analysis 

 

Since the exact solutions are unknown for both Painlevé I and II, therefore  

we used the proper function of the maximal error remainder [42] 

to check the accuracy of the approximate solutions. 

   ( )   ( )   ( )   ( )                                                                      (    ) 

The maximal error remainder is 

        
     

    ( )                                                                                  (    ) 

 

The ADM will be used to solve the Painlevé differential equations. 

Painlevé I equation [82]: 

 
Let us consider the Painlevé equation I (1.7) 

with the given initial conditions:   ( )       ( )   . 

    Integrating both sides of Eq. (   ) twice from   to   and using the given 

initial conditions, we can get  

 

 ( )      
 

 
   ∫ ∫      

 

 

  
 

 

                                                            (    ) 

where    are the Adomian polynomials, which  represents the nonlinear term  

  ( ). 

By reducing the integration in Eq. (    ) from double to single [6], we get 

 

 ( )      
 

 
   ∫ (   )(    )

 

 

                                                       (    ) 

 

By applying the ADM, we obtain  
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  ( )  ∫ (   )(    )
 

 
                                                                               (    )  

   
  

 
 

  

  
 

  

   
   

  ( )  ∫ (   )(    )
 

 
                                                                              (    )  

   
  

 
 

  

  
 

     

     
 

   

     
   

   
   

  
 

     

    
 

       

       
 

       

         
 

     

         
   

⁞ 

Then, 

   ∑   

 

   

  

Continue to get the approximations till    , for brevity not listed. 

The error remainder function is evaluated: 

   ( )    
  ( )     

 ( )                                                                         (    )  

and the      is: 

        
          

|   ( )|                                                                             (    ) 

Table 1.1 and Figure 1.1 illustrate the convergence of the solution by using 

the       the error will be reduced when the number of iterations will be 

increased. See appendices A. 
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Table 1.1: The maximal error remainder :      by the ADM, where   

=1,..,5. 

 

 

 

 

 

 

 

 

 

 

Figure 1.1: Logarithmic plots of      versus   is 1 through 5 by ADM. 

Painlevé II equation [18]: 

 
 By using Eq.(1.8) with the initial conditions   ( )       ( )   . 

Applying the ADM, we get 

     
  

 
  

      
  

 
 

  

 
 

  

  
 

  

  
 

  

   
  

     n 

             1 

             2 

              3 

              4 

              5 
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10 9

10 7

10 5

10 3

10 1

n

M
E
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n

   
  

 
 

  

  
 

    

  
 

  

  
 

    

   
 

  

   
 

      

     
 

     

      
 

     

     
 

    

     
  

⁞ 

   ∑   

 

   

  

Continue to get the approximations till    , for brevity not listed. 

Table 1.2: The maximal error remainder :      by the ADM, where   

=1,..,5. 

 

 

 

 

 

 

 

 

 

 

Figure 1.2: Logarithmic plots of      versus   is 1 through 5 by ADM. 

1.4.2.2    The Variational Iteration Method (VIM): 

  The VIM was first suggested in 1999 by Ji-Huan He [43]. It can be applied 

to many differential and integral equations, linear and nonlinear   [54,30]. The 

     n 

          1 

            2 

           3 

             4 

              5 
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VIM does not require specific treatments for nonlinear problems as in 

Adomian method [5]. The VIM gives the solution in a series form that 

replicates to the closed form solution if an exact solution exists [54]. In order 

to clarify the basic concepts of the VIM, we consider the following  

 

  ( )     ( )   ( )                                                                                  (    )    

The VIM introduces the correction functional for Eq. (1.24) in the form 

    ( )    ( )  ∫ [ (   )(   ( )    ̃ ( )   ( ))]
 

 

                 (    ) 

The Lagrang multiplier   can be calculated for ODEs of n the order in the 

following form [7, 8]: 

  
(  ) 

(   ) 
(   )                                                                               (    ) 

                                          ( )     
   

  ( )    

 

1.4.6 The VIM for solving Painlevé I differential equation 

 

Painlevé I equation [22]. 

By using  Eq.(1.7) with the given initial conditions:   ( )       ( )   . 

The correction functional is:  

       ( )  ∫  (   )(  
  ( )     

 ( )   )   

 

 

                               (    ) 

By using the formula in Eq. (1.26) leads to   (   )    –    and  substituting 

this value into the functional Eq.(1.27), to get  
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       ( )  ∫(   )(  
  ( )     

 ( )   )                                  (    ) 

 

 

 

 

Will be the initial approximation as: 
 

     
  

 
   

 

     
  

 
 ∫(   )(  

  ( )     
 ( )   )                                      (    )

 

 

 

 

     
  

 
 

  

 
 

  

  
 

  

   
   

 

     ( )  ∫(   )(  
  ( )     

 ( )   )                                    (    ) 

 

 

 

 

     
  

 
 

  

 
 

  

  
 

  

 
 

  

   
 

  

  
 

   

  
 

     

     
 

   

   
 

   

     
 

      

      

 
   

      
 

   

       
   

 

We continue to find  the other approximations till    , for brevity they are 

not listed. 

 

   It is possible to calculate the maximal error remainder to see the highest 

level of precision that we can achieve. Table 1.3 and Fig. 1.3 show the      

of the approximate solution obtained by VIM, by increasing the iterations, the 

errors will be decreasing. 
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Table 1.3: The maximal error remainder:       by the VIM, where   

=1,..,5, and            

       

               

          
  

 
  

          
   

 
  

          
   

 
  

          
   

 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3: Logarithmic plots of     versus   is 1 through 5 by VIM 

 

1.4.7 VIM for solving the Painlevé II differential equation 

 

Painlevé II equation[18] 

 
By using Eq.(1.8) with the initial conditions   ( )       ( )   . 

 
The correction functional is:  

       ( )  ∫  (   )(  
  ( )     

 ( )    ( )   )   

 

 

                (    ) 
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Then, the iteration formula  

  

       ( )  ∫(    )(  
  ( )     

 ( )    ( )   )   

 

 

              (    ) 

The initial approximation will be 

 

     
   

 
  

 

     ( )  ∫(    )(  
  ( )     

 ( )     ( )   )   

 

 

                 (    ) 

        
  

 
 

   

 
 

   

 
 

   

  
 

    

  
 

    

   
  

     ( )  ∫(    )(  
  ( )     

 ( )     ( )   )   

 

 

                 (    ) 

        
  

 
 

  

 
 

  

  
 

    

   
 

  

  
 

    

   
 

  

  
 

   

   
 

   

     

 
   

 
 

   

 
 

   

  
 

   

 
 

   

  
 

      

    
 

   

  
     

 

We continue to obtain the other iterations till n=5 , they are not listed for 

brevity. 

When      [20].  

Table (   ) and Fig (   ) show the      of the approximate solution 

obtained by the VIM, also, by increasing the iterations, the errors will be 

decreasing. 
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Table 1.4: The maximal error remainder :      by the VIM, where   

=1,..,5, and            

       

            

              

               

                

               

 

 

 

 

 

 

 

 

 

 

 

Figure 1.4: Logarithmic plots of      versus   is 1 through 5 by VIM. 

1.4.8 Pendulum equation  

 
  The pendulum equation is a nonlinear ODEs that arise in physical 

applications. In the 17th century, the Italian scientist Galileo was the first to 

study the physical properties of the pendulum [62].The equations of 

commentators describe many physical phenomenas, including the clock 

pendulum and others. There are many analytical methods that have been used 

to solve this type of mathematical model such as ADM [41], VIM[44]and 

power series method [40].  We consider the general formula of the pendulum 

equation as follows [1]: 
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   ( )  
 

 
                                                                                               (       )  

with the initial conditions:  ( )           ( )     

Where   is the angle offset,   the time,   is the quickened due to gravity and   

is the length of the pendulum. 

1.4.9 ADM for solving the nonlinear pendulum equation[ 41 ]: 
 
Consider the following  pendulum equation. 

   ( )                                                                                         (    ) 

with the initial conditions:  ( )    and   ( )     

We can solve it by using the approximation of         
 

 
   

 

   
   as  

it  s used  in [43]. 

By applying the ADM, we obtain  

      

    
  

 
 

  

   
 

  

    
  

   
  

   
 

    

    
 

    

      
 

   

      
 

   

        
  

⁞ 

Then 

   ∑   
 
      

Continue to get the approximations till    , for brevity not listed 
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Table 1.5: The maximal error remainder :      by the ADM where   

=1,..,5. 

       

            

            

             

               

               

 

 

 

 

 

 

 

Figure 1.5: Logarithmic plots of      versus   is 1 through 5 by ADM. 

1.4.10 VIM for solving the nonlinear pendulum equation[ 43 ]: 
 

  By using  Eq.(1.36) with the initial conditions:  ( )    and   ( )     

We can solve it by using the approximation of         
 

 
   

 

   
   as  

it  s used  in [43]. 

The correction functional is:  

     

  ( )  ∫  (   ) (  
  ( )    ( )  

 

 
  

 ( )  
 

   
  

 ( ))    
 

 
        (    )  
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By using the formula in Eq. (1.26) leads to      –   , to be the iteration 

formula 

     

  ( )  ∫ (  –   ) (  
  ( )    ( )  

 

 
  

 ( )  
 

   
  

 ( ))    
 

 
         (    )  

The initial approximation will be 

 

    ( )       ( )                                                                                      (    ) 

  

     ( )  ∫ (  –   ) (  
  ( )    ( )  

 

 
  

 ( )  
 

   
  

 ( ))    
 

 
(    )  

 

     
  

 
 

  

   
 

  

    
                                                                                 

 

In the same way as before, the second approximation can be written in the 

form 

     ( )  ∫ (  –   ) (  
  ( )    ( )  

 

 
  

 ( )  
 

   
  

 ( ))    (    ) 
 

 
  

 

      
  

 
 

  

  
 

  

   
 

     

      
 

      

        
 

      

        
 

      

          
 

                                                                     
We continue in this manner to obtain the other iterations till n=5 , they are not 

listed for brevity, see appendix B 

Table 1.4 and Fig. 1.4 illustrate the      of the approximate solution 

obtained by the VIM, it can be seen that by increasing the iterations, the errors 

will be decreasing. See appendix B. 

Table 1.6: The maximal error remainder :      by the VIM. where   

=1,..,5. 
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Figure 1.6: Logarithmic plots of      versus   is 1 through 5 by VIM. 

 

1.4.11 Falkner Skan  equation 

 

 

The Falkner-Skan equation was first studied in      by Falkner and Skan 

[15]. The equation has important applications in several industrial operations, 

such as cooling of a metallic plate in a cooling bath, an aerodynamic extrusion 

of plastic sheets, drawing of plastic films, metal spinning, metallic plates and 

others [33]. There are many methods that have been used to solve this 

equation, such as an ADM  [33], VIM [58,12], OHAM [3]. An iterative finite 

difference method (IFDM) [34], HPM [67], HAM [14], fourth order Runge-

Kutta method (RK4) with shooting techniques[68] and collocation method 

[64]. 

The Falkener- Skan problem is defined by the following formula [33]: 

  ( )   ( )  ( )        (   ( ))                                       (    ) 

 

with the boundary conditions: 

 

 ( )          ( )           ( )                                                                   
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1.4.12 The ADM for solving the Falkner Skan  equation[33] 

 

By using Eq. (1.43) with the boundary conditions ( )          ( )    
       ( )            
 

Suppose that     ( )        when(                )       

Applying the ADM, we get 

        
   

 
                

                                                         

                                             

                                                  

                                      

Continue in this solution to get the fifth approximation, but for the brevity we 

can't write all.                                                                                                     

By using the Padé approximant in Eq.(   ), we get                                             

                                                                                                     

         
  (

   

  
)   

     (   (            )  )  (      (            ) )  

  (            )         
                             

             
   

  
 (

   

  
)  we obtain 

                   
 
 ( )           ( )   

By using the  condition value (  ( )   ) when      , we get 

                                                                                                        (    )  

Solving the Eq.(1.43), we obtain 

             

. Thus, where dual solution for the Eq.( 1.43), we will use the value that 

achieves better convergence and that is when(           ). 
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Table    : The maximal error remainder :      by the ADM, where   

=1,..,5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

Figure 1.7: Logarithmic plots of     versus   is 1 through 5 by ADM 

 

1.4.13 The VIM for solving the Falkner Skan  equation[58] 

 

By using Eq. (1.42) 

 

with the boundary conditions: 

 

 ( )          ( )           ( )            

 

Suppose that     ( )                          
 

The correction functional for Eq.(1.42) is: 

 

       ( )  ∫  (   )(  
 ( )    ( )  

 ( ))   
 

 
  

      (    ( ))                                                  
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The Lagrange multiplier for this problem is  (   )     
 

 
(    ) .  

 

So, we get 

       ( )  
 

 
∫ (    ) (  

 ( )    ( )  
 ( ))   

 

 
  

      (    ( ))                                                      

The first approximation, when(                )      will be the 

following 

                               

                             
 

 
∫ (    ) (  

 ( )  
 

 

  ( )  
 ( ))        (    ( ))                                                                 

                                           

                                      

       ( )                                                

                                        

                                         

                                           

                                             

                    

till   ( )  we have   and so on 

       ( )                                                 

                                           

                    

By using the Padé approximant in Eq.(   ), we get 
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    we will use the value that achieves better convergence and that is 

when(           ). 

We can use it to calculate the maximal error remainder to clarify the accuracy 

level that we achieve. This can be clearly seen in table     and figure    .   

Table    : The maximal error remainder :      by the VIM, where   

=1,..,5. 

       

           

            

            

             

              

 

 

 

 

 

 

Figure 1.8: Logarithmic plots of     versus   is 1 through 5 by VIM 
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1.5 Partial Differential Equations  

   The PDEs is an equation that contains unknown variables or functions and 

its partial derivatives. In PDEs the function   depends on one or more 

independent variables (       ) with the time variable  . In addition, the 

PDEs have described many natural phenomenas in the field of physics and 

geometry. Such as, the heat flow, the wave propagation and other models. 

 

1.5.1 The  wave equations 

        The wave equation was first discovered by Brook Taylor [19].This 

equation plays an important and significant role in various physical problems, 

which that requires study in different fields of science and engineering [5]. 

We consider one dimensional (1D), two dimensional (2D) and three  

dimensional (3D) non-linear wave equation, which can be given in the 

following formulae [70]:  

         (   )   (   )                                                   (    )   

with initial conditions  

     (   )    ( )       (   )    ( )  

             (   )   (     )                                (    ) 

  

with initial conditions 

     (     )    (   )       (     )    (   ) 

                     (   )   (       )                   

                                                                                                                                 (    )  

with initial conditions 

    (       )    (     )       (       )    (     ) 
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    There are many methods that have been used to solve the wave equations, 

for example ADM [17,66], HPM [39], VIM [10,38], A new second-order 

alternating direction implicit method (ADI) [44], Method of difference 

potentials (MDP) [77], Fixed point iteration method and Newton method [37]. 

 

1.5.2 The exact and approximate solutions for non-linear wave  
equation by ADM 

In this subsection, we use the ADM to get the exact and approximate solution 

for the 1D, 2D, 3D wave equation . 

Example 1.1 

Let us consider the following 1D linear wave equation[ 5]. 

   (   )     (   )                                                              (    )    

with initial conditions:   (   )          (   )         

Integrating both sides of Eq. (    ) twice from   to   and using the given 

initial conditions, we obtain  

 (   )                ∫ ∫ (   )                                           (    )
 

 

 

 
  

and by reducing the integration in Eq. (    ) from double to single [6], we 

get 

 (   )                ∫(   )(   )                                  (    )

 

 

 

Then,                      

                            (    )  ∫ (   )(    )              
 

 
    

Applying the ADM, we get                                
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  (   )  ∑   
 
   (   )                    

                            

             
 

 
        

 

   
        

       

    
 

       

      
   

The exact solution can be defined by 

 (   )  ∑   

 

   

(   )

         (  
 

 
   

 

   
   

  

    
 

  

      
  ) 

             . 

Which is the same as the exact solution 

Example 1.2 

Consider the following 1D nonlinear wave equation[10]: 

                                                           (    ) 

with initial condition   (   )       (   )     

Integrating both sides of Eq. (    ) twice from   to   and using the given 

initial conditions, we find 

 (   )      
   

 
 

    

  
 ∫ ∫ (        )

 

 

  
 

 

                         (    ) 

We find the adomian polynomials (  ) for the nonlinear term    by the 

relationship in Eq. (1.12). 

Reducing the integration in Eq. (    ) from double to single [6], we get 
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 (   )      
   

 
 

    

  
 ∫ (   )(        )              

 

 

     (    ) 

By applying the ADM, we get 

  (   )     
   

 
 

    

  
  

     
  

  (   )  ∫ (   )(          )   
 

 

 

  
  

   
 

   

 
 

   

   
 

    

  
 

    

  
 

    

    
 

    

   
 

    

    
 

     

     
   

         

  (   )  ∫ (   )(          )   
 

 

 

 
  

   
 

  

    
 

   

     
 

   

   
 

   

    
 

     

     
 

    

     
 

    

  

 
      

     
 

       

      
    

⁞ 

Then : 

  (   )  
   

       
 

       

          
 

      

          
 

         

              
 

        

              
 

         

                 
     

                         
    

          
 

      

          
  

        

           
 

       

           
  

         

            
  

        

              
      

The exact solution for Eq.(1.50) 

 (   )       
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We calculate the absolute error ,             , to check the accuracy of 

the approximate solution     where  (   )      is the exact solution. In table 

1.6 the absolute error of ADM with n = 1, 3 is provided. 

Table 1.9: Results of the absolute errors for ADM, when    . 

 

 

 

 

 

 

 

 

In table 1.9, we note that by increasing the iterations, the errors will be 

decreased. 

Example 1.3 

Consider the following 2D nonlinear wave equation. 

       (     )     (     )     (     )   (     )            

                         

with initial conditions:      (     )          (     )        

 By applying the ADM, we obtain 

       
 

  
        

   
    

   
 

    

   
 

 

  
       

 

   
       

       

     
  

            

0                        

0. 1                        

0. 2                         

0. 3                         

0. 4                       

0. 5                        

0. 6                        

0. 7                        

0. 8                        

0. 9                        

1                       
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⁞ 

Then , 

    
       

         
 

        

         
 

     

     
 

        

         
 

       

         
    

This series converges to the exact solution when 

 (     )  ∑   
 
   (     )         . 

Table 1.10: Results of the absolute errors for ADM, when      . 

 

 

 

 

 

 

 

 

 

Example 1.4. 

Consider 3D nonlinear wave equation given in equation 

   (       )     (       )     (       )     (       )  

 (       )                                                                               

with the initial conditions   (       )      (       )      

By applying the ADM, we obtain 

            

0                         
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⁞ 

Then , 

   
   

     
 

         

         
 

         

         
 

          

         
 

        

       
 

       

     
 

       

     
    

This series converges to the exact solution when 

 (       )  ∑   
 
   (       )        . 

Table 1.11: Results of the absolute errors for ADM, when        . 
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1.5.3 The VIM for solving non-linear wave equation 
 

    In this subsection, we will use the VIM to get exact and approximate 

solution for the  wave equation. 

Example 1.5 

Rewrite the example 1.1 and solve it by VIM. 

By using Eq. (1.47), with initial conditions:  (   )          (   )          

The correction functional of the Eq. (1.47) is:  

        ∫  ( )((    )  (    )   )   
 

 
                                           (    )  

By using the formula in Eq. (1.26) leads to      –   , we have 

 

        ∫ (  –   )((    )  (    )   )   
 

 
                                      (    )  

 

Then, we get 

 

                                                                                                     (    ) 
 

      ∫ (  –   )((    )  (    )   )   
 

 
                                            (    )  

 

          
 

 
         

      ∫ (  –   )((    )  (    )   )   
 

 
                                          (    )  

 

          
 

 
       

 

   
         

continuing in this way till n = 5, we find 

            
 

 
       

 

   
       

      

    
 

      

      
 

       

        
    

The exact solution can be given by, 
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 (   )     
   

  (   )                 

Example 1.6 

Solving  the example 1.2 by VIM. 

We use Eq. (    ), with initial conditions:  (   )       (   )     

The correction functional of the Eq. (    ) is:   

        ∫  ( )((    )  (    )     (  )         )   
 

 
(    )  

By using the formula in Eq. (1.26) leads to      –   , we have  

     

   ∫ (  –   )((    )  (    )     (  )         )   
 

 
           (    )  

Then, we get 

      
   

 
 

    

  
                                                                                         (   ) 

      ∫(  –   )((    )  (    )     (  )         )   

 

 

  (    ) 

  
  

   
    

   

   
 

    

  
 

    

    
 

    

   
 

    

    
 

     

     
  

      ∫(  –   )((    )  (    )     (  )         )   

 

 

 (    ) 

  
  

    
 

   

     
 

   

       
    

   

    
 

     

     
 

    

     

 
    

       
 

      

     
    

continuing in this way till n = 5, we find 
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This series converges to the exact solution 

 (   )     
   

  (   )     . 

    It is possible to calculate absolute error, to show the accuracy of the 

approximate solution    , where  (   )      is the exact solution. In table 

     the absolute error of VIM with         is provided  

Table 1.12: Results of the absolute errors for VIM. When      

 

 

 

 

 

 

 

 

 

Example 1.7 

Solving  the example 1.3 by VIM. 

By applying the VIM, we get the following iterations 
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Continuing in this way till n = 4, we find 

    
   

          
 

   

                      
 

     

        
 

     

               
 

     

                     
          

 

This series converges to the exact solution 

 (     )     
   

  (     )      . 

Table 1.13: Results of the absolute errors for VIM. When        

 

 

 

 

 

 

 

 

 

Example 1.8 

Solving  the example 1.4 by VIM. 

By applying the VIM, we find 
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Continuing in this way till n = 4, we find 

        
  (   )   

       
 (

      

         
 

        

        
 

        

        
 

      

         
 

        

        
 

      

         
)     ( 

         

         
 

         

         
 

         

         
)        

 

This series converges to the exact solution 

 (       )     
   

  (       )       . 

Table 1.14: Results of the absolute errors for VIM. When          
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 Chapter 2 

Solving Some Types of Ordinary Differential 

Equations by Some Iterative Methods  

 

2.1   Introduction 

 

     In this chapter, we implemented three iterative methods to solve several 

nonlinear ODEs that arise in physics, engineering and other applications. The 

proposed iterative methods are Tamimi-Ansari method (TAM) [36], which is 

used to solve many ODEs [36] such as, Duffing equations [50], some 

chemistry problems [51], thin film flow problem [52] and Fokker-Planck’s 

equations [53]. Daftardar-Jafari method (DJM)[84], is an iterative method 

used for solving nonlinear equations. Another iterative method is called the 

Banach Contraction Principle (BCP) which is suggested by Varsha Daftardar-

Gejji and Sachin Bhalekar [85].                     [45]                                                         

    The approximate solutions resulting upon applying these methods will be 

compared numerically with other results obtained by applying the Runge-

Kutta as well as Euler methods  and some analytic methods such as ADM and 

VIM. The convergence for those presented methods are also discussed.           

   This chapter is organized as follows; In section 2, the basic ideas of the 

proposed iterative methods will be presented. In section 3, the convergence of 

the proposed iterative methods will be given. In section 4, some types of 

nonlinear ODEs equations will be solved by the proposed methods and the 

convergence will be proved.                                                   .                            
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2.2    The basic concepts of the proposed iterative methods                       

Iterative method is a mathematical procedure which generates a sequence 

of improved approximate solutions for a class of problems. The iterative 

method leads to an approximate solution which converges to the exact 

solution if certain conditions and satisfied with some given initial 

approximations. 

Let us introduce the following nonlinear differential equation: 

 (  ( ))    ( ( ))   ( )                                                                         (   ) 

with the boundary conditions or initial conditions 

 .  
  

  
/     ( )           ( )                                           (   ) 

where   represents the independent variable,  ( ) is the unknown 

function,   is a given known function,  ( )  
  

   
( ) is the linear operator, 

 ( ) is the nonlinear operator,  ( ) is a boundary operator and  ( ) 

  ( )                       Now, let us begin by introducing the basic ideas of 

the three iterative methods. 

 

2.2.1   The basic idea of the TAM  

We first begin by assuming that   ( ) is an initial guess to solve the 

problem and the solution approach begins by solving the following initial 

value problem [35]: 

 (  ( ))   ( )     and   (      
  

)           ( )          
 ( )  

                                                                                                                                  (   ) 

The next approximate solutions are obtained by solving the following 

problems 

 (  ( ))   ( )    (  ( ))    and   (      
  

)         ( )  

          
 ( )                                                                                                    (   ) 
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Thus we have a simple iterative procedure, which is the solution of a set of 

problems i.e., 

 (    ( ) )   ( )    (  ( ) )     

and   (          
  

)             ( )             
 ( )                      (   ) 

Then, the solution for the problem (   ) with (   ) is given by 

 ( )     
   

  ( )                                                                                                (   ) 

 

2.2.2   The basic idea for the DJM 

Let us apply the inverse operator    ( )  ∫ ∫ ( )
 

 
  

 

 
   to the nonlinear 

problem presented by (   ) and (   )  Then, we have 

 ( )    ( )  ∫ ∫  ( ( ))
 

 

  
 

 

                                                                 (   ) 

and by reducing the integration from double to single[6], we get the following 

form 

 ( )    ( )  ∫ (   ) ( ( ))
 

 

                                                               (   ) 

where   is a known analytic function which represents the sum of the 

available initial conditions and the result of integrating of the function   (if 

such function is available). 

The solution   for Eq. (   ) can be given by the following series [84]: 

    ∑   

 

   

                                                                                                              (   ) 

Now, the following can be defined 

    (  )                                                                                                           (    ) 

    (∑   

 

   

)   ( ∑   

   

   

)      

So, that  ( ) can decomposed as 
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 (∑   

 

   

)   (  )⏟  
  

 , (     )   (  )-⏟              
  

 , (        )   (     )-⏟                    
  

 , (           )   (        )-⏟                            
  

    

Moreover, the relation is defined by recurrence so that 

                                                                                                                         (    ) 

    (  )                                                                                                       (    ) 

      (  )                                                                             (    ) 

Since   represents a linear operator ∑  (  )
 
     (∑   

 
   ), we may write 

∑   

   

   

 ∑  (  )

 

   

  (∑   

 

   

)   (∑   

 

   

)   (∑   

 

   

)      

So that, 

∑   

 

   

    (∑   

 

   

)   (∑   

 

   

) 

and the approximate solution will be given in 

   ∑   

 

   

  

2.2.3   The basic idea for the Banach contraction method (BCM) 

Consider Eq (   ) as a general functional equation. In order to implement 

the BCM, we define the successive approximations [85]: 

                        

       (  ) 

       (  ) 
                              

                                                                                                 (    ) 

and so on, we will get successive approximations for   ( ) in the following 

generalized form 

        (    )                                                                               (    ) 
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Therefore, the solution for the relations (   ) and (   ) will be obtained  

     
   

                                                                                                             (    ) 

2.3   The convergence of the proposed iterative methods 

     In this section, we will present the fundamental theorems and concepts for 

the convergence [90] of the considered methods.  

    The iterations occurred by the DJM are straight used to prove the 

convergence. However, for the convergence proof of the TAM or BCM, the 

following procedure should be used for handling Eq. (   ) with the given 

conditions (   ). So, we have the terms 

     ( )                                  

    ,  -                                  

    ,     -                        
                                                   

      ,          - 

                                                                             (    ) 

where   represents the following operator 

 ,  -     ∑   ( )
   

   
                                                               (    ) 

In general, the term    is the solution for the problem in the form, for the 

TAM: 

 (  ( ))   ( )    (∑   ( )   
   )                                                  (    ) 

For the BCM:  

       (∑   ( )
   

   
)                                                                      (    ) 

By using the same conditions with the intended iterative technique that will be 

used. Therefore, we get  ( )          ( )  ∑   
 
   . Hence, by using 

Eqs. (    ) and (    ), the following solution will be obtained in a series 

form 

 ( )  ∑   ( )
 

   
                                                                                             (    ) 

According to the recursive algorithms of the proposed methods, the sufficient 
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conditions for the convergence of these methods can be given in theorem 

1.2.8, 1.2.9 and 1.2.10   

    Theorems 1.2.8 and 1.2.9 states that the solutions obtained by one of the 

presented methods, i.e., the relation (   ) (for the TAM), the relation (    ) 

(for the DJM), the relation (    ) (for the BCM), or (    ), converges to the 

exact solution under the condition                          such 

that ‖ ,            -‖   ‖ ,          -‖ (that is ‖    ‖  

 ‖  ‖)           .). In another meaning, for each  , if we define the 

parameters as below, 

   {

‖    ‖

‖  ‖
      ‖  ‖   

                  ‖  ‖   

                                                                                (    ) 

then the series solution ∑   ( ) 
    for the nonlinear ODE given by (   ) will 

be converged to the exact solution  ( ), when                    

Also, as in Theorem 1.2.10, the maximum truncation error is estimated to 

be ‖ ( )  ∑   
 
   ‖  

 

   
    ‖  ‖, where      *            +. 

 

2.4  Application of the proposed iterative method with 

convergence for the nonlinear examples 

     In this section, some types of non-linear equations which are Painlevé I 

equation, Painlevé II equation, pendulum equation and Falkner-skan equation 

 will be solved by the suggested methods. In addition, the convergence will be 

proved.                                                                                                        . 

2.4.1 The proposed iterative methods for solving nonlinear       

Painlevé I equation  

By using Eq.(1.7) with the initial conditions:  ( )    and   ( )   . 
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This problem will be solved by using the three proposed iterative methods. 

Solving the Painlevé I equation by the TAM: 

In order to solve the Eq.(1.7) by the TAM, we have the following form  

 ( )     ( )  ( )       ( ) and  ( )                                          (    ) 

The initial value problem will be: 

 (  ( ))     with   ( )    and   
 ( )                                                (    ) 

We can get the next problems from the following generalized relationship 

 (    ( ) )   ( )    (  ( ) )        ( )    and     
 ( )  

                                                                                                                                 (    ) 

   Firstly, to get the zero  approximation   ( ), the following initial problem 

must be solved: 

  
  ( )                                                                                                                 (    ) 

By integrating both sides of Eq. (    ) twice from 0 to x and substituting the 

initial conditions   ( )    and   
 ( )   , we get 

  ( )       
  

 
  

In a similar manner, the rest of the other iterations can be carried out, the first 

iteration can be obtained by evaluating 

  
  ( )     

 ( )     with   ( )    and   
 ( )                                    (    ) 

Then, the approximate solution for Eq. (    ) will be then: 

  ( )    
  

 
 

  

 
 

  

  
 

  

   
 

The second iteration   ( ) can be obtained from solving the following 

  
  ( )     

 ( )     with   ( )             
 ( )                                (    ) 

Then, by solving Eq. (    )              , we obtain: 

  ( )    
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Thus, we continue in this process to obtain the approximations till     

for   ( ), but for brevity the terms are not listed.  

Solving the Painlevé I by the DJM: 

Consider the Eq. (   ) with initial conditions  ( )    and    ( )     

Integrating both sides of Eq. (   ) twice from   to   and using the given 

initial conditions, we have  

 ( )      
 

 
   ∫ ∫    ( )

 

 

  
 

 

                                                        (    ) 

By reducing the integration in Eq. (    ) from double to single [6], we obtain 

 ( )      
 

 
   ∫ (   )(   ( ))

 

 

                                                  (    ) 

Then, the following relations can be defined: 

       
 

 
     

 (    )  ∫ (   )(   
 ( ))

 

 

       * +  

By applying the DJM, we get  

          
 

 
    

   
  

 
 

  

  
 

  

   
   

           
  

 
 

  

 
 

  

  
 

  

   
 

    
  

 
 

  

  
 

   

  
 

     

     
 

   

   
 

   

     
 

      

      
 

   

      

 
   

       
                     

              
  

 
 

  

 
 

  

  
 

  

 
 

  

   
 

  

  
 

   

  
 

     

     
 

   

   
 

   

     
 

      

      
 

   

      
 

   

       
  

Therefore, we continue to get approximations till    , for   ( ) but they 

are not listed. 
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Solving the Painlevé I by the BCM: 

Consider Eq.(   ), by following the similar procedure as given in the DJM, 

we get Eq. (    ). So, let        
 

 
   and      (    )  ∫ (     

 ( ))
 

 
   

   . 

Applying the BCM, we obtain: 

       
 

 
    

     
  

 
 

  

 
 

  

  
 

  

   
  

      
  

 
 

  

 
 

  

  
 

  

 
 

  

   
 

  

  
 

   

  
 

     

     
 

   

   
 

   

     

 
      

      
 

   

      
 

   

       
                                                 

 

We continue to get the approximations till    , and for brevity not listed. 

It can be seen clearly that the obtained approximate solutions from the 

three proposed techniques are the same because we got the same series.  

    In order to access the convergence of the obtained approximate solution for 

problem 1, the relations given in Eqs. (    )(    ) will be used. The 

iterative scheme for Eq. (   ) can be formulated as 

  ( )    ( )    
  

 
   

By applying the TAM, the operator  ,  - as defined in Eq. (    ) with the 

term    which is the solutions for the following problem, will be then  

  
  ( )   (∑   ( )   

   )
 

    with   ( )    and    
 ( )        (    ) 

Or when applying the BCM, the     represents the solution for the following 

problem,  

       (∑   ( )
   

   
)

 

                                                                    (    ) 

On the other hand, one can use the iterative approximations directly when 
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applying the DJM. Therefore, we have the following terms: 

 

   
  

 
 

  

  
 

  

   
 

   
  

 
 

  

  
 

   

  
 

     

     
 

   

   
 

   

     
 

      

      
 

   

      

 
   

       
 

   
    

   
 

     

    
 

     

    
 

      

       
 

       

      
 

         

         

 
        

         
                                                                        (    ) 

As presented in the proof of the convergence of the proposed methods, the 

terms given by the series ∑   ( ) 
    in (    ) satisfy the convergent 

conditions by evaluating the    values in this case, we get 

   
‖  ‖
‖  ‖

           

   
‖  ‖
‖  ‖

           

   
‖  ‖
‖  ‖

           

   
‖  ‖
‖  ‖

           

   
‖  ‖
‖  ‖

           
                   

                                                                             (    ) 

where, the    values for     and      , are less than  , so the proposed 

iterative methods satisfy the convergence. 

In order to examine the accuracy for the approximate solutions obtained by 

the proposed methods for Eq. (   ) and since the exact solution is unknown, 

the maximal error remainder      will be calculated. The error remainder 

function for the Painlevé I equation can be defined as  
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   ( )    
  ( )     

 ( )                                                                          (    ) 

and the      is: 

        
          

|   ( )|                                                                            (    ) 

Table (2.1) and Fig. 2.1 below show the      of the approximate solution 

obtained by the proposed iterative methods which indicates the efficiency of 

these methods. It can be seen that by increasing the iterations, the errors will 

be decreasing.    

Table 2.1: The maximal error remainder:      by the proposed methods. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.1:Logarithmic plots for the      versus n from 1 to 5, by the proposed  

methods.        

Also, we have made a numerical comparison between the solutions obtained 

by the proposed methods, the Range-Kutta (RK4) and Euler methods.  

 

 

     n 

             1 

          
  

 
2 

          
   

 
3 

          
   

 
4 
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     The comparison for problem1 is given in Fig. 2.2. It can be seen, a good 

agreement has achieved. 

 

 

 

 

 

 

 

Fig.2.2: The comparison of the numerical solutions for Painlevé I equation. 

 

2.4.2 The proposed iterative methods for solving nonlinear       

Painlevé II equation  

By using Eq.(1.8) 

with the initial conditions:   ( )    and   ( )   . Eq.(    ) which will be 

solved by the three proposed iterative methods. The parameter   in this 

equation will be equal to  . 

Solving the Painlevé II equation by the TAM: 

 In order to solve Eq.(1.8) by the TAM, we have the following form 

 ( )       ( )          and  ( )                                                 (    ) 

The initial value problem is 

 (  ( ))    with   ( )    and   
 ( )                                                  (    ) 

The next problems can be found from the generalized iterative formula  

 (    ( ))   (  ( ))   ( )        ( )    and     
 ( )     

When evaluating the following initial value problem (    ), one can get the 

solution 
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  ( )    
  

 
  

The first iteration   ( ) can be found by solving 

  
  ( )     

 ( )      ( )    with   ( )      
 ( )      

The solution will be 

  ( )     
   

 
 

  

 
 

  

 
 

  

  
 

  

  
 

  

   
 

Applying the same process for    as follows 

  
  ( )      

 ( )       ( )     with   ( )    and   
 ( )      

By solving this problem, we have 

  ( )    
   

 
 

  

 
 

   

 
 

  

 
 

    

   
 

    

   
 

      

    
 

    

   
 

      

     
  

    
        

       
 

        

       
 

       

      
 

       

       
 

      

       
 

       

        
 

       

        
 

        

         
 

     

        
 

       

          
 

      

         
 

     

         
 

    

         
 

   

        
 

   

          
  

Continuing in this manner to get approximations up to       for   ( ), but 

for brevity they are not listed, see appendix C. 

Solving the Painlevé II equation by the DJM                                                  

  Consider the Eq. (   ) with initial conditions  ( )    and   ( )     

Integrate both sides of Eq. (   ) twice from   to   with using the given initial 

conditions, we obtain  

 ( )       
  

 
 ∫ ∫ (   ( )    ( ))

 

 

  
 

 

                                        (    ) 

and reducing the integration in Eq. (    ) from double to single [6], we 

achieve 

 ( )       
  

 
 ∫ (   )(   ( )    ( ))

 

 

                                      (    ) 

Therefore, we have the following recurrence relation 
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 (    )  ∫ (   )(   
 ( )     ( ))

 

 

       * +  

By applying the DJM, we get 

          
  

 
  

      
  

 
 

  

 
 

  

  
 

  

  
 

  

   
 

           
   

 
 

  

 
 

  

 
 

  

  
 

  

  
 

  

   
 

    
  

 
 

  

  
 

    

  
 

    

   
 

     

   
 

    

   
 

      

     
 

        

       
 

        

       
 

       

      
 

       

       
 

      

       
 

       

        
 

       

        
 

        

         
 

     

        
 

       

          
 

      

         
 

     

         
 

    

         
 

   

        
 

   

          
    

              
   

 
 

  

 
 

   

 
 

  

 
 

    

   
 

    

   
 

      

    
 

    

   
 

      

     
      

        

       
 

        

       
 

       

      
 

       

       
 

      

       
 

       

        
 

       

        
 

        

         
 

     

        
 

       

          
 

      

         
 

     

         
 

    

         
 

   

        
 

   

          
  

Therefore, we continue to get approximations till    , for   ( ) but for 

brevity the terms are not listed. 

Solving the Painlevé II equation by the BCM                                                  

    Consider Eq.(   ), by following the similar procedure in the DJM, we get 

the Eq. (    ). So, if we let       
  

 
  and                                

      (    )  ∫ (   )(     
 ( )       ( ))
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Applying the BCM, we obtain: 

      
  

 
   

      
   

 
 

  

 
 

  

 
 

  

  
 

  

  
 

  

   
    

     
   

 
 

  

 
 

   

 
 

  

 
 

    

   
 

    

   
 

      

    
 

    

   

 
      

     
 

        

       
 

        

       
 

       

      
 

       

       

 
      

       
 

       

        
 

       

        
 

        

         

 
     

        
 

       

          
 

      

         
 

     

         

 
    

         
 

   

        
 

   

          
 

We continue to get the approximations till    , for brevity they are not 

listed. 

   The obtained solutions from the three proposed methods are the same 

because we got the same series. Hence, as presented in the proof of the 

convergence for these methods in the previous section and by following 

similar procedure that presented for Painlevé II equation, the terms given by 

the series ∑   ( ) 
    in Eq. (    ) satisfy the convergent conditions by 

evaluating the    values for each iterative methods, we get 

   
‖  ‖
‖  ‖

           

   
‖  ‖
‖  ‖

           

   
‖  ‖
‖  ‖

           

   
‖  ‖
‖  ‖

           

   
‖  ‖
‖  ‖

            
                   

                                                                             (    ) 



Chapter Two                                                          Solving Some Types of Ordinary Differential  

                        Equations by  Some Iterative Methods            

 

 
48 

where, the    values for     and      , are less than  , so the proposed 

iterative methods are convergent.  

Further, the investigation can be done, in order to examine the accuracy for 

 the approximate solution for this problem, the error remainder function is 

evaluated: 

   ( )    
  ( )     

  ( )      ( )                                                     (    ) 

and the      is: 

        
          

|   ( )|                                                                             (    ) 

Table 2.2 and Fig. 2.2 shows the      of the approximate solutions obtained 

by the proposed iterative methods which indicates the efficiency of these 

methods. Also, by increasing the iterations, the errors will be decreasing. 

 

Table 2.2: The maximal error remainder:      by the proposed methods. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.3: Logarithmic plots for the      versus n from 1 to 5, by the proposed methods. 

     n 

          1 

            2 

          
  

 
3 

          
   

 
4 

         
   

 
5 
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The numerical comparison between the solutions obtained by the proposed 

methods, the Range-Kutta (RK4) and Euler methods for Painlevé II equation     

are given in Fig. 2.4 below, and good agreement was clearly obtained. 

 

 

 

 

 

 

 

 

Fig.2.4: The comparison of the numerical solutions for Painlevé II equation. 

 

2.4.3 The proposed iterative methods for solving nonlinear 

pendulum  equation. 

The pendulum equation presented by the form [41]: 

   ( )                                                                                                       (    ) 

with the given initial conditions:  ( )    and   ( )     can be solved by 

using the approximation of         
 

 
   

 

   
   as it used  in [43].                                                                                                                                                   

Hence, the pendulum equation (    ) may be written as in the following 

second order nonlinear ODE 

   ( )    
 

 
   

 

   
                                                                         (    ) 

The exact solution for Eq. (    ) is expressed by the following Jacobi elliptic 

function          ( 
 

 
  (  

 

 
))                                                                                 

           

                                                                 



Chapter Two                                                          Solving Some Types of Ordinary Differential  

                        Equations by  Some Iterative Methods            

 

 
44 

Solving the pendulum  equation by the TAM: 

    In order to solve the pendulum equation given in Eq. (    ) with the given 

conditions by the TAM, we have:  

 ( )       ( )    
 

 
   

 

   
                                                  (    ) 

The initial value problem is 

 (  ( ))    with   ( )    and   
 ( )                                                  (    ) 

The next problems can be found from the generalized iterative formula  

 (    ( ))   (  ( ) )        ( )    and     
 ( )     

By solving the initial problem (    ), one get 

  ( )     

The first iteration   ( ) can be found by solving 

  
  ( )   (   

 

 
  

  
 

   
  

 ) with   ( )    and   
 ( )     

The solution will be as below 

  ( )     
  

 
 

  

   
 

  

    
  

Applying the same process for   , we have to solve 

  
  ( )    (   

 

 
  

  
 

   
  

 ) with   ( )    and   
 ( )     

By solve this problem, we get 

  ( )    
  

 
 

  

  
 

  

   
 

     

      
 

      

        
 

      

        
 

      

          
 

        

             
 

       

            
 

     

           
 

        

                
 

        

                 
 

        

                   
 

       

                   
 

     

                    
 

     

                     
 

   

                      
 

   

                        
   

Continuing in this manner to get approximations up to     for   ( ), but 

for brevity they are not listed. 
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Solving the pendulum  equation by the DJM: 

  Consider the Pendulum equation given in Eq. (    ) with the given 

conditions  ( )    and   ( )      

Integrating both sides of Eq. (    ) twice from   to  , we get  

 ( )    ∫ ∫ (  
 

 
   

 

   
  )

 

 

  
 

 

                                              (    ) 

and reducing the integration in Eq. (    ) from double to single [6], we 

obtain 

 ( )    ∫ (   ) (  
 

 
   

 

   
  )

 

 

                                             (    ) 

Therefore, we have the following recurrence relation 

      

 (    )   ∫ (   ) (   
 

 
  

  
 

   
  

 )
 

 

               

By applying the DJM, we get 
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Therefore, we continue to get the other iterations till    , for   ( ) but for 

brevity the terms are not listed. 

Solving the pendulum equation by the BCM: 

 Consider Eq.(    ), by applying the same way as in the DJM, we get the Eq. 

(    ). So, let      and  (    )   ∫ (   )(     
 

 
    

  
 

 

 

   
    

 )       . 

By applying the BCM, we obtain: 

       

     
  

 
 

  

   
 

  

    
  

     
  

 
 

  

  
 

  

   
 

     

      
 

      

        
 

      

        
 

      

          
 

        

             
 

       

            
 

     

           
 

        

                
 

        

                 
 

        

                   
 

       

                   
 

     

                    
 

     

                     
 

   

                      
 

   

                        
  

We continue in the manner to get the other approximations till    , for 

brevity they are not listed. 

   The obtained solutions by the three proposed methods are equal to each 

other because we got the same series.                                           .                                                        
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Hence, as presented in the proof of the convergence in the previous section, 

the terms given by the series ∑   ( ) 
    in Eq. (    ) satisfy the convergent 

conditions by evaluating the    values for each iterative methods, we get 

   
‖  ‖
‖  ‖

                 

   
‖  ‖
‖  ‖

                

   
‖  ‖
‖  ‖

                 

   
‖  ‖
‖  ‖

               

   
‖  ‖
‖  ‖

             
                   

                                                                        (    ) 

where, the    values for     and      , are less than  , so the proposed 

iterative methods are convergent.  

To examine the accuracy of the obtained approximate solution for this 

problem, the error remainder function is evaluated 

   ( )    
  ( )    ( )  

 

 
  

  ( )   
 

   
  

  ( )                                  (    ) 

 

and the      is: 

 

        
     

|   ( )|                                                                                   (    ) 

 

Table 2.3 and Fig. 2.3 below, shows the      of the approximate solution 

obtained by the proposed iterative methods which indicates the efficiency of 

these methods. Moreover, by increasing the iterations, the errors will be 

decreasing. 
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Table 2.3: The maximal error remainder:      by the proposed methods. 

 

       

            

             

               

               

               

 

 

 

Fig.2.5:Logarithmic plots for the      versus n from 1 to 5, by the proposed 

methods. 

  In addition, the numerical comparison between the solutions obtained by the 

proposed methods, exact solution, the Range-Kutta (RK4) and Euler methods 

for pendulum  equation are presented in Fig. 2.6. The agreement between the 

solutions can be clearly seen. 
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Fig.2.6: The comparison of the numerical solutions for pendulum  equation. 

 

2.4.4 The proposed iterative methods for solving nonlinear 

Falkner skan equation [33]. 

  The Falkner skan equation is given by the following form: 

  ( )   ( )  ( )    ,   (   ( )) -                                                (    ) 

with the following boundary conditions: 

 ( )          ( )           ( )                                                                      

Where, β and ϵ are parameters will look at their numerical values later. 

Solving Falkner skan equation by the TAM: 

 In order to solve the Eq. (    ) with the boundary conditions by the TAM, 

we have the following form 

 ( )    ( )  ( )    ( )  ( )   (   ( ))   ( )             (    )  

According to the steps previously presented, we begin to solve the problem 

  
   ( )            ( )             

    ( )              
   ( )               (    ) 

Therefore, the initial problem will be:    

 (  ( ))             ( )         
    ( )             

   ( )             (    )  

The following problems can be obtained by the general relationship 
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   (    ( ))    ( )    (  ( ))        ( )        
         ( )       

    
 ( )                                                                                                         (    )  

Then, 

  
   ( )                                                                                                       (    )   

By integration Eq. (    ) from 0 to x three times and using the initial 

conditions       ( )          
   ( )            ( )     we get 

     ( )    
   

 
    

 

 
                                                                     (    ) 

First iteration can be carried and is given as  

  
 ( )       ( )  

 ( )        (    ( ))   with     ( )  

        
    ( )             ( )                                                             (    )  

Then, the solution for Eq. (    ) will be: 

  ( )    
   

 
 

   

  
 

    

   
 

   

 
 

 

  
     

 

  
         

 

  
     

 

 
     

 

  
      

 

  
      

 

   
       

 

  
       

 

   
        

 

  
      

 

  
       

      

    
 

 

   
         

The second iteration   ( ) can be obtained similarly by solving the following 

  
 ( )       ( )  

 ( )        (    ( ))  with    ( )          ( )  

            ( )                                                                                         (    )  

 

 

 



Chapter Two                                                          Solving Some Types of Ordinary Differential  

                        Equations by  Some Iterative Methods            

 

 
44 

Then, by solving the Eq (    )  we get: 

    ( )    
   

 
 

   

  
 

    

   
 

   

   
 

      

    
 

      

     
 

    

     
 

     

     
 

     

      
 

   

 
 

 

  
     

   

  
 

 

  
      

 

  
     

 

   
      

    

    
 

  
       

        
 

         

         
 

       

        
    

We continue to get the other approximations till    , for   ( ) but for 

brevity the terms are not listed.  

   After finding the approximate solution of the series   ( ) which contains 

the value of the missing condition     ( )   , then to find the numerical 

value of  , by using the Padé approximation that was defined in Eq.(1.2) 

Now, by applying the Padé approximation for    ( ) (since the third used 

boundary condition   ( )   ), with (           ),  - , we get 

 

    
  (   ( )) 

 

    
     (   (          )   )  (        (          ) )  

  (          )         
  

    

             
   

  
 ( )  we obtain 

  
  ( )                                                                                                       

By applying the condition value (  ( )       ), we get 

                  

Then, the value of a will be (            ) this means a dual solution of 

equation. Thus, we will use the value that achieves better convergence, 

when (           ), i.e.   ( )          . 

Solving Falkner skan equation by the DJM: 

To solve the problem of the Falkner-Skan given in Eq (    ) by the DJM, 

with boundary conditions: 
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 ( )          ( )           ( )    . 

The following steps will be used: 

  ( )     ( )  ( )        (   ( ))                                              (    ) 

By integration both sides of Eq. (    ) three times from   to   and using the 

initial conditions when    ( )     we get :  

      ( )    
   

 
    

 

 
      

 ∫ ∫ ∫ (   ( )  ( )   (  ( )) )            
 

 

 

 

 

 

            (    ) 

According to the reducing of multiple integrals [6], then the functional 

Eq (    ) become as: 

       ( )    
   

 
    

 

 
     

 
 

 
∫ (   ) (   ( )  ( )    (  ( )) )   

 

 

                   (    ) 

   Then,     ( )    
   

 
    

 

 
         

     (    )   
 

 
∫ (   ) (    ( )  

 ( )
 

 

   (   ( )) )                    

By applying the DJM, we get  

        
   

 
    

 

 
     , 
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Since,      ∑   
 
                                    

Continue to find other approximations up to    , for   ( ) but for brevity 

the terms are not listed.                                                                                                      

 We got the same value of    as in TAM, because the approximate solutions 

are the same . 

Solving Falkner skan equation by the BCM: 

Consider Eq.(    ), by applying the same procedure as in the DJM, we get 

the Eq.(2.64).  So, let 

   ( )                            

 (    )  
 

 
∫ (   ) (      ( )    

 ( )     (      ( )) )           
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  ( )    
   

 
 

   

  
 

    

   
 

   

 
 

 

  
     

 

  
        

 
 

  
     

 

 
     

 

  
      

 

  
      

 

   
      

 
 

  
       

 

   
        

 

  
      

 

  
      

 
      

    
 

 

   
        

  ( )    
   

 
 

   

  
 

    

   
 

   

   
 

      

    
 

      

     
 

    

     

 
     

     
 

     

      
 

   

 
 

 

  
     

   

  
 

 

  
     

 
 

  
     

 

   
      

    

    
   

       

        

 
         

         
 

       

        
   

   We continue to get other approximations till    , for   ( ) but all are not 

listed for brevity, we got the same value of a as for the previous methods. 

TAM and DJM, since the approximate solutions are the same because we got 

the same series. 

  Now, we can find the    values in order to prove the convergence condition. 

Hence, the terms of the series ∑   ( ) 
    given in Eq. (    ), where       

       we get  

 

          
‖  ‖

‖  ‖
              

          
‖  ‖

‖  ‖
              

          
‖  ‖

‖  ‖
                                                                                (    )  
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‖  ‖

‖  ‖
             

          
‖  ‖

‖  ‖
             

where, the    values for     and      , are less than  , so the solution 

for the TAM is convergent. Since, the approximate solutions for the all three 

proposed methods are equal, therefore, the values of    are the same, then 

DJM and BCM approaches are convergent. 

To examine the accuracy for the approximate solution for this problem; the 

error remainder function is 

   (  )    
 ( )    ( )  

 ( )    ,   (   ( )) -                         (    ) 

     

and the      is: 

        
     

|   ( )|                                                                                    (    ) 

 

Table 2.4 and Fig. 2.4 shows the      of the approximate solution obtained 

by the proposed iterative methods, it can be seen that by increasing the 

iterations, the errors will be decreasing. 

 

Table 2.4: The maximal error remainder by the proposed methods. when   

             . 
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Fig.2.7:Logarithmic plots for the      versus n from 1 to 5 when   

             , by the proposed methods. 

Moreover, the numerical comparison between the solutions obtained by the 

proposed methods, the Range-Kutta (RK4) and Euler methods for the Falkner 

skan equation is presented in Fig.2.8 and a good agreement can be clearly 

seen. 

 

  

 

 

 

 

 

Fig.2.8: The comparison of the numerical solutions for Falkner skan equation. 
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Chapter 3 

Solving 1D, 2D and 3D Wave Equations by TAM, 

DJM, and BCM.            

3.1   Introduction 

     The PDEs, have a great importance in engineering and physical 

applications. The wave equation is partial differential equation for the time 

variable  , with one or more variable spatial variables         and scalar 

function            [5]. This equation described many phenomena 

including the vibration of a beam membrane or  an elastic rod, a vibrating 

string, shallow water waves, transmission of electric signals along a cable and 

other applications[89].  

      The main goal of this chapter is to implement  the three iterative methods 

TAM, DJM and BCM to find the approximate solutions for the wave 

equation. This chapter has been organized as follows: In section two, the 

proposed methods will be used to solve linear 1D, 2D and 3D wave equations. 

In section three, the convergent of the three iterative methods will be given. In 

section four, 1D, 2D and 3D nonlinear wave equations will be solved by the 

TAM, DJM and BCM and the convergence will be provided.                           

                                                                                      .                                                                              
.                                                                                                  
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3.2  Application of the proposed methods for solving linear 1D, 

2D and 3D wave equations.  

   In this section, the proposed methods will be used to solve linear 1D, 2D 

and 3D wave equations.   

Example 3.1.  

Let us recall example 1.1 

                                                                                                             

with initial conditions:                              Thus Eq.(3.1) will 

be solved by applying the three proposed iterative methods. 

Example 3.1 by using  the TAM. 

We first begin by solving the following initial value problem as follows: 

 (      )             (      )                                             

The primary problem can be written as 

 (       )                                                                

We get the following problems from the general relationship 

 

 (         )           (       )                                 

                                                                                                                                 

                                                                                                                       

By integrating both sides of Eq.       twice from   to                    

                            we obtain  

                        

By following this procedure, the rest of the other iterations can be obtained, 

the first iteration can be obtained by calculating. 
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Then, the solution for Eq.       will be then: 

                  
 

 
        

The second iteration         can be obtain from solving the following 

                                                                     

 

Then, by solving Eq.      , we get 

                 
 

 
       

 

   
        

Also, third Iteration         can be obtain by solving the following 

                                                                    

By solving Eq.      , we obtain 

                 
 

 
       

 

   
       

       

    
   

In a similar way, we obtain  

              
 

 
        

 

   
        

       

    
 

       

      
   

and,  
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               (  
 

 
   

 

   
   

  

    
 

  

      
 

        

        
  )   

               which   is the exact solution.  

Solving the Example 3.1 by the DJM: 

Consider the Eq.       with initial conditions:                     

      . 

Integrate both sides of Eq.       twice from   to   with using the given initial  

conditions, we get  

                     ∫ ∫                                                    
 

 

 

 
  

By reducing the integration in Eq.        from double to single [6], we obtain  

       

              ∫                                                                      
 

 
  

  Then,                      

                               ∫                         
 

 
  

Applying the DJM, we get 

                                 

        ∫                            
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∫                                         
 

   
                              

 

 
  

                          
 

 
       

 

   
       

⁞ 

and so on, we get  

         
        

        
   

Then , we have 

     ∑   

 

   

                        

                        

Then, we get 

             
 

 
        

 

   
        

       

    
 

       

      
 

        

        
   is 

the same of the solution in Eq.       because we got the same series. 

Solving the Example3.1 by the BCM: 

Also, consider the Eq.       with initial conditions:            

                 

Integrate both sides of Eq.       twice from   to   with using the given initial  

conditions, we get  

                     ∫ ∫                                                      
 

 

 

 
  

Reducing the integration in Eq.        from double to single [6], we find 
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              ∫                                                                    
 

 
  

Let                  and          

∫                                                                                                        
 

 
 

Applying the BCM, we obtain:  

                     

        

   ∫                          
 

 
                                                

 

 
  

           ∫                        
 

 
       

 

   
       

 

 
  

       

⁞ 

and so on till   , then 

                  
 

 
        

 

   
        

       

    
 

       

      
 

        

        
   is the same of   the solution in Eq. (3.9).  

  Example3.2. Consider the two-dimensional linear wave equation given in 

equation[44] 

                                                                        

with the initial conditions :                             √        

Eq        will be solved by the three proposed iterative methods 

Solving the Example 3.2 by the TAM: 

By applying the TAM, we obtain the following iterations 

               √      , 
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               √              
 

 
√          

               √              
 

 
√        

 

 
      

 
      

  √ 
         

⁞ 

and so on, then 

               √              
 

 
√        

 

 
       

      

  √ 
 

 

  
       

      

   √ 
 

      

    
 

      

     √ 
 

       

      
 

       

      √ 
                                                                                                             

 

                       √              
 

 
√             

 

This series converges to the exact solution[44] 

 

              √        √              
 

 
(√     )      

 

Solving the Example 3.2 by the DJM: 

 

Consider the Eq.        with initial conditions:     

                             √        

By applying the DJM, we get 

                         √         

                  
 

 
√        

                     √              
 

 
√        

          
 

 
       

      

  √ 
   



Chapter Three                    Solving 1D, 2D and 3D Wave  Equations by TAM, DJM, and BCM 
 

 
97 

                        √              
 

 
√        

 

 
       

      

  √ 
  

⁞ 

    
       

      
 

       

      √ 
  

     ∑   

 

   

                        

 

                           √              

 

 
√        

 

 
       

      

  √ 
 

 

  
       

      

   √ 
 

      

    
 

      

     √ 
 

       

      
 

       

      √ 
 . 

          ∑   

 

   

      √              
 

 
√          

The series converges to the closed form of the exact solution 

 

              √        √              
 

 
(√     )     

 

Solving the Example 3.2 by the BCM: 

 

  Consider Eq.       with initial conditions                            

 √         
Applying the BCM, we obtain: 

 

               √          

               √              
 

 
√          

               √              
 

 
√        

 

 
      

 
      

  √ 
    

⁞ 
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               √              
 

 
√        

 

 
      

 
      

  √ 
 

 

  
       

      

   √ 
 

      

    
 

      

     √ 

 
       

      
 

       

      √ 
   

                       √              
 

 
√            

 

This series converges to the exact solution 

 

              √        √              
 

 
(√     )     

 

 

Example 3.3. Let us consider the following 3D linear wave equation as[5] 

                                                                        

with initial conditions:                                             

Eq        will be solved by the three proposed iterative methods 

Example 3.3 by using the TAM: 

By applying the TAM, we obtain: 
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This series converges to the exact solution 

 

                               

      
       

              
      

       

              

       
 

 
       

 

   
       

      

    
 

      

      

 
       

        
    

Solving Example 3.3 by the DJM: 

By applying the DJM, we obtain: 
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⁞ 

    
       

       
 

       

         
 

       

       
 

       

         
 

       

        
   

     ∑   

 

   

                        

                      

        
       

         
      

       

         
       

 

 
      

 
 

   
       

      

    
 

      

      
 

       

        
  

    ∑   
 
          

       

              
      

       

              
       

 

 
       

 

   
       

      

    
 

      

      
 

       

        
 

       

          
 

       

             
    

This series converges to the exact solution 
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Solving the Example 3.3 by the BCM: 

By applying the BCM, we obtain: 

        
 

 
            

 

 
              

        
 

  
            

 

  
             

 

 
         

        
 

   
            

 

   
             

 

 
      

 
 

   
         

  

and so on, thus, we have 

        
       

         
      

       

         
       

 

 
       

 

   
       

      

    
 

      

      
 

       

        
                                                                                 

                         
       

              
      

       

              
 

      
 

 
       

 

   
       

      

    
 

      

      
 

       

        
    

This series converges to the exact solution 
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3.3  The convergent of the proposed methods 

To prove the convergence of the proposed methods for the linear and 

nonlinear 1D wave equations [91], we define the following new iterations:      

                  

                                               

    [  ]                                   

    [     ]                         
                                                  

      [          ] 

                                                                           

where   is an operator which can be defined as follows:  

 [  ]     ∑        
   

   
                                                                     

The term    represents the solution of the following problem 

                    (∑           
   )                                         

using the same given conditions of the problem, in this way, we have 

                     ∑   
 
        . So, the solution of the problem 

represented, we can access it by using (3.23) ,(3.24) in the resulted series 

       ∑        
 

   
                                                                                            

According to this procedure for the proposed methods, the sufficient 

conditions for convergence of these methods can be given in theorems 1.2.8, 

1.2.9and 1.2.10.                                                                                                    

The procedure can be generalized for 2D, 3D as a similar way. 
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3.4  Application of the proposed methods for solving nonlinear 

1D, 2D and 3D wave equations with convergence. 

    In this section,  the proposed methods will be applied to solve the nonlinear 

1D, 2D and 3D wave equations. Moreover, the convergence will be proved. 

Example 3.4: Let us recall example 1.2 

                                                                                                  

with initial condition :                      Eq        will be solved by 

the proposed iterative methods 

Solving the Example 3.4 by the TAM: 

In order to solve the Eq        by TAM with the given initial conditions, we 

have the following form 

                                                            

                                                                                                                                      

 

The initial problem is 

 

                with                 
                                        

We will  be found the next problems from the generalized iterative formula 

                                         
                    

By solving the Eq.       , we get 

          
   

 
 

    

  
 

The first iteration         can be obtained by solving 
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                                    with         

      
         

The solution will be 

    
  

   
    

   

   
 

    

  
 

    

    
 

    

   
 

    

    
 

     

     
   

Applying the same process for   , we have 

 

           
                                  with         

      
        

By solving this problem, we get 

    
  

    
 

   

     
 

   

       
    

   

    
 

     

     
 

    

     

 
    

       
 

      

     
 

     

      
   

⁞ 

and so on. Then, we get 

 

           
    

          
   

 

         
 

    

           
    

   
    

           
 

    

           
    

                                                                                                         

This series converges to the exact solution when 

          .  

Solving Example 3.4 by the DJM: 

 

Consider the Eq.        with the initial conditions                       

Integrating both sides of Eq.        twice from   to  , we get  

           
   

 
 

    

  
 ∫ ∫         

 

 

  
 

 

                                

and reducing the integration in Eq.        from double to single [6], we find  
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         ∫                              

 

 
        

Therefore, we have the following recurrence relation 

      
   

 
 

    

  
    

        ∫                 
                    

 

 
  

By applying the DJM, we get 

         
   

 
 

    

  
  

    
  

   
 

   

 
 

   

   
 

    

  
 

    

  
 

    

    
 

    

   
 

    

    
 

     

     
    

          
  

   
    

   

   
 

    

  
 

    

    
 

    

   
 

    

    
 

     

     
  

   
  

   
 

  

    
 

   

     
 

   

       
 

   

   
 

   

    
 

     

     
 

    

     
 

    

       
 

    

  
 

    

   
 

     

      
    

             
  

    
 

   

     
 

   

       
    

   

    
 

     

     
 

    

     
 

    

       
 

      

     
 

     

      
    

⁞ 

and so on. Thus, we have  

    
   

       
 

      

          
 

       

            
 

        

              
 

        

                
 

           

                    
    

     ∑   
 
                              

                    , 

      
    

          
   

 

         
 

    

           
       

    

           
 

    

           
        

The series converges to the exact solution when 
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            see appendix D. 

Solving Example 3.4 by the BCM: 

 

Consider Eq.      , by followed the same procedure  as in the DJM, we get 

the Eq.       . 

 , So  ,  let       
   

 
 

    

  
 

        ∫                        
                  

 

 
 

By applying the BCM, we obtain: 

       
   

 
 

    

  
    

        
  

   
    

   

   
 

    

  
 

    

    
 

    

   
 

    

    
 

     

     
  

        
  

    
 

   

     
 

   

       
    

   

    
 

     

     
 

    

     

 
    

       
 

      

     
 

     

      
    

  

 ⁞  

and so on. Then, we have 

           
    

          
   

 

         
 

    

           
    

   
    

           
 

    

           
        

is the same of the approximate solution in Eq.(3.30).      

We see that the approximate solutions obtained from the three proposed 

methods are the same because we got the same series. 

To prove the convergence analysis for the proposed methods, we will be 

applied the process as given in Eqs. (3.23)-(3.26). The iterative scheme for 

Eq.        can be formulated as 
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.  

Applying the TAM, the operator  [  ] as defined in Eq.        with the 

term    which is the solution for the following problem, it will be then 

          (∑             
   )  (∑           

   )  (∑           
   )

 
 

          

                                              

Also, when applying the BCM, the     represents the solution for the 

following problem,  

       (∑             
   )  (∑           

   )  (∑           
   )

 
           

Can be used the iterative approximations directly when applying the DJM. 

Therefore, we have the following terms 

    
  

   
 

   

 
 

   

   
 

    

  
 

    

  
 

    

    
 

    

   
 

    

    
 

     

     
, 

   
  

   
 

  

    
 

   

     
 

   

       
 

   

   
 

   

    
 

     

     
     

    
  

    
 

   

     
 

   

       
 

   

        
 

     

          
 

     

           
 

   

           
     

We use the above duplicates in computing the values of    for the equation as 

in       , we obtain 

   
‖  ‖

‖  ‖
             

   
‖  ‖

‖  ‖
             

   
‖  ‖

‖  ‖
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‖  ‖

‖  ‖
             

   
‖  ‖

‖  ‖
               

where, the    values for                 are less than   when    ,  so 

the proposed iterative methods satisfy the convergence. 

We calculate the absolute error      , to check the accuracy of the 

approximate solution    , where       is the exact solution.                       

Table3.1and Fig          below shows the    plotted graph of the       

for approximate solution obtained by the suggested iterative methods. Also, 

by increasing the iterations, the errors are decreasing and the accuracy of the 

approximate solution increases. 

Table3.1:Results of the absolute errors by the proposed methods where   

 . 

                 

0                                      

0. 1                                      

0. 2                                      

0. 3                                     

0. 4                                    

0. 5                                    

0. 6                                     

0. 7                                     

0. 8                                     

0. 9                                     

1                                   
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Figure3.1       : The plots of the absolute error     at               

   

     

Example 3.5. We take the following 2D nonlinear wave equation 

                                                                    

                                       with initial conditions:     

                                         

The Eq.        will be solved by the three iterative methods with the initial 

conditions. 

Solving Example 3.5 by the TAM: 

By applying the TAM 
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continuing in this way till n = 4, we find 

            
    

         
 

      

        
 

    

         
       

       

         

 
       

         
                                                                                

This series converges to the exact solution when 

            
   

                 . 

Solving Example 3.5 by the DJM: 

By applying the DJM 

          
 

  
          

   
    

   
 

    

   
 

 

  
       

 

   
       

       

     
  

         
    

   
     

    

   
 

 

   
       

       

     
 

   
  

    
 

    

   
 

     

       
 

       

     
 

    

   
 

       

       
 

       

      
 

       

     
 

 

   
          

            
  

    
 

     

       
     

       

     
 

       

       
 

       

      
 

       

     
 

       

       
 

     

       
 

       

      
      

 

Continue to till      
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     ∑   
 
                            

                     

          
    

         
 

      

        
 

    

         
       

       

         
 

       

         
        

Which is the same of the approximate  solution in Eq. (3.34), and converges 

to the exact solution .  

   ∑   
 
            

Solving the Example 3.5 by the BCM: 

By applying the BCM 

            
 

  
         

        
    

   
     

    

   
 

 

   
       

       

     
   

        
  

    
 

     

       
     

       

     
 

       

       
 

       

      

 
       

     
 

       

       
 

     

       
 

       

      
     

⁞ 

Continue to till      
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is the same approximate solution as given            we see that the 

approximate solutions obtained from the three proposed methods are the same 

because we got the same series.                  

   To prove the convergence analysis for the proposed methods, we can find 

the    values in the problem as in Eq. (3.34). Hence, the terms of the 

series ∑           
    given in Eq.       , we have 

   
‖  ‖

‖  ‖
                  

   
‖  ‖

‖  ‖
                 

   
‖  ‖

‖  ‖
                  

   
‖  ‖

‖  ‖
                 

where, the    values for                   are less than   when    ,  

so the proposed iterative methods satisfy the convergence. 

In order to test the accuracy of the approximate solution, we calculate the  

     where         is the exact solution.                                                      

Table 3.2 and  Fig.            shows the    plotted graph of the      for 

approximate solution obtained by the suggested iterative methods. It can be 

seen clearly, by increasing the number of iterations the error will be reduced 

and the solution becomes more accurate. 
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Table3.2:Results of the absolute errors  by the proposed methods, where 

       

 

 

 

 

 

 

 

 

 

 

                                                                                                              

 

 

 

                 

0                                      

0. 1                                      

0. 2                                      

0. 3                                      

0. 4                                     

0. 5                                      

0. 6                                      

0. 7                                      

0. 8                                      

0. 9                                      

1                                     
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Figure3.2       : The plots of the absolute error      at    

          with        

  Example 3.6. Consider 3D nonlinear wave equation given in equation 

                                                    

                                                                                                               

with the initial conditions                                

Solving the Example 3.6 by the TAM: 

By applying the TAM 

        
 

  
          

   
 

   
            

 

   
       

 

   
       

 

   
         

         

     
   

   
    

    
 

    

    
 

       

       
      

         

     
 

    

    
 

         

       
 

         

       
 

         

      
 

         

     
 

         

     
       

⁞ 
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and so on. Then, we have 

         
          

       
 (

      

         
 

        

        
 

        

        
 

      

         
 

        

        
 

      

         
)     ( 

         

         
 

         

         
 

         

         
)     

                                                                                                                                

 Is the approximate solution,  which converges to the exact solution when 

              
   

           

Solving Example3.6 by the DJM: 

By applying the DJM 

           
 

  
           

      
 

   
       

 

   
       

 

   
       

 

  
        

 
 

   
         

         

     
  

         
 

   
            

 

   
       

 

   
       

 

   
         

         

     
  

       
    

    
 

    

    
 

 

   
       

       

       
 

         

     
 

    

    

 
 

   
         

             
    

    
 

    

    
 

       

       
      

         

     
 

    

    
 

         

       
 

         

       
 

         

      
 

         

     
 

         

     
    

⁞ 
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Continue to till      

          
   

     
 

   

            
 

     

           
 

        

            

 
     

                 
 

     

                      

 
     

           
 

       

          
    

             ∑   

 

   

                          

                          
          

       
  

      

         
 

        

        
 

        

        
 

      

         
 

        

        
 

      

         
       

         

         
 

         

         
 

         

         
                

Which is the same of the approximate solution in Eq. (3.36), and converges to 

the exact solution.   

Solving the Example3.6 by the BCM: 

By applying the BCM 
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⁞ 

and so on. Then, we have 

            
          

       
  

      

         
 

        

        
 

        

        

 
      

         
 

        

        
 

      

         
    

   
         

         
 

         

         
 

         

         
         

   Is the same of the approximate  solution in Eq. (3.36), and converges to the 

exact solution, we see that the approximate solutions obtained from the three 

proposed methods are the same because we got the same series 

 

To prove the state of convergence we find values of    for the problem as in 

      . Hence, the terms of the series ∑             
    given in Eq.       , 

we get 

   
‖  ‖

‖  ‖
                    

   
‖  ‖

‖  ‖
             

   
‖  ‖

‖  ‖
              

   
‖  ‖

‖  ‖
              

where, the    values for                     are less than   when 

     so the proposed iterative methods satisfy the convergence. 

    To examine the accuracy of the approximate solutions for this example, we 

have to calculate the absolute error of the approximate solution, where 

          is the exact solution .    
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Table 3.3 Fig3.          show the  D plotted graph of the      

 for approximate solution obtained by the proposed iterative methods, we note 

that by increasing the number of iterations, errors will decreasing and the 

accuracy of the approximate solutions is increasing 

Table 3.3:Results of the absolute errors by the proposed methods, where 

          

                 

0                                      

0. 1                                     

0. 2                                      

0. 3                                      

0. 4                                     

0. 5                                      

0. 6                                      

0. 7                                      

0. 8                                     

0. 9                                     

1                                    
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Figure          : The plots of the absolute error      at             , 

with        
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Chapter 4 

 

Conclusions and Future Works 

4.1 Introduction 

    The main objective of this work has been achieved by solving some non-

linear ordinary and partial differential equation by various iterative methods. 

This purpose was obtained by applying three iterative methods, which are 

TAM, DJM and BCM. Also,  the comparison between these suggested 

methods and other methods such as ADM and VIM.                                         

                               

4.2 Conclusions 

1.The three iterative methods are reliable and effective to find the 

approximate solutions for Painlevé I, II, Pendulum and Falkner –skan 

equations, and the linear and nonlinear wave equations in 1D, 2D and 3D.  

The accuracy and efficiency of those proposed methods have been 

demonstrated through the study of convergence.                                               

2. The three proposed methods do not require any restrictive assumptions to 

deal with non-linear terms unlike other iterative methods. Such as the ADM 

that need, to calculate the adomain Polynomial and VIM required to evaluate 

the Lagrange Multiplier. 

3.The convergence of the proposed methods is given based on the Banach 

fixed point theorem. The results of the maximal error remainder values show 

that the present methods are effective and reliable.                             

4. We solved these problems by numerical methods which are the Rang-Kutta 

(RK4) and Euler methods. We compared the numerical results with 

approximate solutions and were in good agreement.               
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5. For comparison, we take examples for nonlinear painlevé I equation and 

Painlevé II equation. 

   In comparing results for by suggested methods with some existing methods 

such as ADM and VIM. We note  that the approximate solutions for painlevé 

equation  I obtained by the suggested methods the same as VIM and better 

than ADM without adomain Polynomial and Lagrange Multiplier. That can be 

clarified  in the  table 4.1 , figure 4.1.                                                                  

Table 4.1: Comparative results of the maximal error remainder:      for 

proposed methods, VIM and ADM, for Painlevé I equation,  where 𝑛=1,…,5 .  

 

  
        by the 

 Proposed methods 

        by the 

 ADM 

        by the 

 VIM 

1 0 0000000300 0 0000000300 0 0000000300 

2 0 10000  00
 9

 3 00000  00
 9

 0 10000  00
 9

 

3 0 03020  00
 23

 0 03030  00
 22

 0 03020  00
 23

 

4 0 00000  00
 27

   30003  00
 26

 0 00000  00
 27

 

5 0 11000  00
 28

 0 02001  00
 28

 0 11000  00
 28

 

 

 

Figure 4.1: Comparison of the maximal error remainder for the proposed 

methods, VIM and ADM.  
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   Also, we note  that the approximate solutions for Painlevé  equation II 

obtained by suggested methods the same as VIM without adomain 

Polynomial and Lagrange Multiplier. That can be clarified  in the  table 4.2 

figure, 4.2.                                                            4.2                                         . 

                                                                                             

Table 4.2: Comparative results of the maximal error remainder:      for the 

proposed methods, VIM and ADM, for Painlevé II equation where 𝑛 =1,…,5 . 

  
        by the 

 Proposed methods 

        by the 

 ADM 

        by the 

 VIM 

1 0 003 000 0 003 000 0 003 000 

2 0 000303 00 0 000300000 0 000303 00 

3 0 02031  00
 8

 0 000000 0 0 02031  00
 8

 

4 1 02 00  00
 21

 3 11300  00
 9

 1 02 00  00
 21

 

5   2033  00
 24

 2  0033  00
 21

   2033  00
 24

 

  

 Figure 4.2: Comparison of the maximal error remainder for proposed 

methods, VIM and ADM. 

 

6. We take example for nonlinear Pendulum equation. In comparison the 

results by the proposed methods with the some existing methods such as 

ADM and VIM. We note  that the approximate solutions obtained by 

suggested methods the same as VIM without adomain Polynomial and 
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Lagrange Multiplier. It can be seen that by increasing the iterations, the errors 

will be decreasing, that can be clarified  in the  table 4.3 and figure 4.3.  

   

Table 4.3: Comparison  results of the maximal error remainder:    𝑛 for the 

proposed  methods, VIM and ADM, where 𝑛 =1,…,5 . 

  
        by the 

 Proposed methods 

        by the 

 ADM 

        by the 

 VIM 

1 0 0303201 0 0303201 0 0303201 

2 0 00 03020 0 0003003 0 00 03020 

3 0 0000220200 0 00000003 0 0000220200 

4 0 0003  00 7 0 0000301030 0 0003  00 7 

5 2 02202  00 :   131 0  00 7 2 02202  00 : 

 

Figure 4.3: Comparison of the maximal error remainder for proposed 

methods, VIM and ADM. 

 

7. We take example for nonlinear Falkner- skan  equation, when comparing 

the results of the proposed methods with those of the ADM and VIM. We 

note  that the approximate solutions obtained by the proposed methods the 

same as VIM without adomain Polynomial and Lagrange Multiplier.        
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Note that when increasing the number of iterations, The maximal error 

remainders will be decreased, that can be illustrated by a table 4.4 and figure 

4.4 

 

Table 4.4: Comparative results of the maximal error remainder:    𝑛 for the 

proposed methods, VIM and ADM, where 𝑛  0   0 . 

 

  
        by the 

 Proposed methods 

        by the 

 ADM 

        by the 

 VIM 

1 0 0 0000 0 0 0000 0 0 0000 

2 0 01 0003 0 0000003 0 01 0003 

3 0 00000 3 0 0000010 0 00000 3 

4 0 00000302 0 000230003 0 00000302 

5 0 00001  0  3  0230  00
 7

 0 00001  0  

 

 

Figure 4.4: Comparison of the maximal error remainder for the Falkner-skan 

equation between the proposed methods, VIM and ADM. 
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8. In chapter three, we used the proposed  methods TAM, DJM and BCM to 

find exact solution for linear equation and approximate solutions for nonlinear 

 1 D, 2D and 3D wave equations. We compared the approximate solutions 

with the exact solutions for the nonlinear equations, by the absolute error, 

then we found that  increasing the iterations it would reduce the errors and 

increase the accuracy of the approximate solutions.                                            

                       

9. We take examples  for nonlinear 1D, 2D and 3D wave equation. In 

comparison the results by the proposed methods with some methods such as 

ADM and VIM. In addition, it is noted that the approximate solutions 

obtained by the proposed methods converge quicker without any constrained 

assumptions. As given in tables  4.5, 4.6 and 4.9, we compare the absolute 

error for the methods  used,   with n = 4  together with the VIM, and ADM.  

                                                                                    

  Table 4.5: Comparative results for the absolute errors of the proposed 

methods , ADM and VIM for nonlinear 1D, where   0 

  
     by  the            

Proposed methods 
    by ADM     by VIM 

0   00333  00 8 0 3 01  00 7   00333  00 8 

0. 1 0 10022  00 8 0 3001  00 7 0 10022  00 8 

0. 2 1 01030  00 8 0 10201  00 7 1 01030  00 8 

0. 3 2 2003  00 8 3 13110  00 7 2 2003  00 8 

0. 4 0 02200  00 7 0 00030  00 7 0 02200  00 7 

0. 5 0 30203  00 7 0 20 3  00 7 0 30203  00 7 

0. 6 0 00011  00 7 3 0001  00 7 0 00011  00 7 

0. 7 0 3 030  00 7 0 0000001233 0 3 030  00 7 

0. 8 0 33201  00 7 0 0000003001 0 33201  00 7 

0. 9 0 13211  00 7 0 0000031012 0 13211  00 7 

1 3 3310  00 7 0 0000003020 3 3310  00 7 

 



Chapter Four                                                                         Conclusions and Future works 
 

 
111 

  It can be observed clearly from table 4.5, the absolute error for the proposed 

methods and VIM are lower than ADM. In addition, we note  that the 

approximate solutions obtained by the proposed methods and VIM are the 

same.                                                                                                                   .  

  Table 4.6: Comparative results for the absolute errors of the proposed 

methods , ADM and VIM, for nonlinear 2D, where     0  

  
     by  the               

Proposed methods 
    by ADM     by VIM 

0 0 01031  00 8   30103  00 8 0 01031  00 8 

0. 1 0 2 033  00 8   30310  00 8 0 2 033  00 8 

0. 2 0 03010  00 8 0   012  00 8 0 03010  00 8 

0. 3 3 3 000  00 8 2 20300  00 8 3 3 000  00 8 

0. 4 0 1 003  00 8 0 0003  00 7 0 1 003  00 8 

0. 5 2 03031  00 8 0 03002  00 7 2 03031  00 8 

0. 6 0 01103  00 7 0 00002  00 7 0 01103  00 7 

0. 7 0 33312  00 7 0  202  00 7 0 33312  00 7 

0. 8 0 1 103  00 7 0 301 2  00 7 0 1 103  00 7 

0. 9 0 0303  00 7 3 30003  00 7 0 03030  00 7 

1 0 03121  00 7 3 00103  00 7 0 03121  00 7 

 

  Table 4.7: Comparative results for the absolute errors of the proposed 

methods , ADM and VIM, for nonlinear 3D,       0   

  
     by  the               
Proposed methods 

    by ADM     by VIM 

0 0   000  00 8 3 20333  00 8 0   000  00 8 

0. 1 0 3002  00 8 0  3000  00 8 0 3002  00 8 
0. 2 0 03232  00 7 0 00 1  00 8 0 03232  00 7 
0. 3 0 0 332  00 7 2 103 0  00 8 0 0 332  00 7 
0. 4 0 210 0  00 7 2 03 2  00 8 0 210 0  00 7 
0. 5 0 03303  00 7 0 030 0  00 8 0 03303  00 7 
0. 6 0 030 3  00 7 3 03300  00 : 0 030 3  00 7 
0. 7 0 20 00  00 7 2 30000  00 8 0 20 00  00 7 
0. 8 0 3010  00 7 0 030  00 7 0 3010  00 7 
0. 9 0 00303  00 8 3 1332  00 7 0 00303  00 8 
1   30002  00 8 0 10323  00 7   30002  00 8 
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  It can be observed clearly from table 4.6 and 4.7, the absolute error for the 

proposed methods and VIM are lower than ADM. In addition, we note  that 

the approximate solutions obtained by the proposed methods and VIM are the 

same.  

 

4.3-Future works 

In this section some of future works will be suggested 

1- Solving the  beam-type actuators equation[27], by using TAM  

 5 

  5
 

  

 0     )) 
 

 

 0     ))3
 0 00

 

 

 

 0     ))3
         3      

with boundary conditions: 

  0)     0)     0)     0)  0  

2- Using BCM for solving the Blasius equation[46] 

    )  
2

3
   )    )  0                      0         

With initial-boundary conditions: 

  0)     0)  0           )  0   

3-Applying the Homotopy-Pad´e method [74], for solving Falkner skan 

equation . 

4- Using the DJM for solving the sixth-order boundary-value problems[ 63] 

  7)  )   0   )  5)  )     3)  )              0     0   

with the boundary conditions: 

  0)  0   2) 0)  0   3) 0)  0   

  0)  
8

7
      0)     2) 0)  0       0)    3) 0)  0        0)  

   The exact solution :    )  (0   
 

7
 )       )  

5- Using the TAM for solving Lane-Emden equation[4] 
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    )  
3

 
    )       )     )   

with the initial conditions: 

  0)       0)      

6-Using the DJM for solving advection-diffusion-reaction equation 

(ADRE)(1D)  [81] 

   )
     )

   
    )

    )

  
    )   )     )      0    0   

with boundary conditions: 

  0)   1        0)   2     1   2  0   

7-Solving the Benjamin-Bona-Mahoney-Burgers (BBMB) equations [16] by 

using the TAM  

           (
 3

0
)
 

 0                                             

With initial conditions: 

    0)      3 (
 

5
). 

8-Using the harmonic balance method (HBM)[56]for solving Pendulum 

equation. 

9-Solving the class of boundary value problems with polynomial coefficients 

[2] by the TAM . 

10- Solving the Painlevé equation I by the Modification of homotopy 

perturbation method[11]. 
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Appendices 

A: Code of Mathematica for chapter one (the ADM) 
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Code of Painlevé equation I 
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B: Code of Mathematica for chapter one (the VIM) 
…………………………………………………………………………………………… 

Code of pendulum equation 
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            , ,   *   +-  (   
   

 
 

   

   
)-  

       ,   *     +- 

 

 

 

y1=N[Max[r1]] 

0.0959857 

y2=N[Max[r2]] 

0.00429285 

y3=N[Max[r3]] 

0.0000881802 

y4=N[Max[r4]] 

1.05634*10
-6

 

g10=ListLogPlot[{{1,y1},{2,y2},{3,y3},{4,y4}},Joined->True,PlotRange->All,Frame-

>True, Axes->True,FrameLabel->{Row[{Style["n",FontSlant-

>Italic]}],Row[{Style["MERn",FontSlant->Italic]}]},PlotMarkers->{Automatic,15}] 
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 C: Code of Mathematica for chapter two (the TAM) 
…………………………………………………………………………………………… 

Code of Painlevé equation II  

                (   ( )     ( )      ( )     ( )      ( )

     

      ( )       ( )      ( )      ( )       ( )      

Clear All["Global`*"] 

tt=AbsoluteTime; 

zz=SessionTime; 

 

       

      

       ,  -    , -              ,*    , -        , -       , -  

  +   , -  - 

  
  

 
(    ) 

       ,  -  
  , -

      
       ,*    , -  

      , -       , -       , -       , -  

  +   , -  -  

    
                                       

    
 

   ,  -    , -              ,*    , -  

      , -        , -       , -       , -  

  +   , -  -  

  

u33[x_]=u3[x]/.First@DSolve[{u3''[x]==2*u22[x]^3+x*u22[x]+μ,u3'[0]==0,

u3[0]==1},u3[x],x]; 

 

u44[x_]=u4[x]/.First@DSolve[{u4''[x]==2*u33[x]^3+x*u33[x]+μ,u4'[0]==0,

u4[0]==1},u4[x],x]; 
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u55[x_]=u5[x]/.First@DSolve[{u5''[x]==2*u44[x]^3+x*u44[x]+μ,u5'[0]==0,

u5[0]==1},u5[x],x]; 
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z1=Max[r1] 

0.0634125 

z2=Max[r2] 

0.000323411 

z3=Max[r3] 

6.58637*10
-7

 

z4=Max[r4] 

7.18423*10
-10

 

z5=Max[r5] 

4.876*10
-13 
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           ,**    + *    + *    + *    + *    ++       

                                   

                 *   ,*     ,             

       -+-    ,*     ,              

       -+-+             *            +- 

 

D: Code of Mathematica for chapter three (the DJM) 
…………………………………………………………………………………………… 

Code of example (3.4) 

                                                  (   )

      (   )      

           
   

 
 

    

  

 ∫ (∫ ((          )     )   
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         ∫ (∫ ((    (     )  (     )  (     ) )     )   
 

 

   

 

 

  )        

          ∫ (∫ ((    (        )  (        )
 

 

 

 

 (        ) )     )        )   

 ∫ (∫ ((    (     )  (     )  (     ) )   
 

 

 

 

  )        )     

          ∫ (∫ ((    (           )  (           )
 

 

 

 

 (           ) )     )        )   

 ∫ (∫ ((    (        )  (        )
 

 

 

 

 (        ) )     )        )     

         ∫ (∫ ((    (              )  (           
 

 

 

 

   )  (              ) )     )        )   

 ∫ (∫ ((    (           )  (           )
 

 

 

 

 (           ) )     )        )     
U1=u0+u1; 

U2=u0+u1+u2; 

U3=u0+u1+u2+u3; 

U4=u0+u1+u2+u3+u4; 

TableForm[Table[Abs[U1-uex],{x,0,1,0.1},{func,{u}}],TableHeadings-

>{Range[0,1,0.1],(ToString[#]< >"[x,t]")&/@{"Absolute error1"}}] 

{ 

 {x, Absolute error1[x,t]}, 

 {0., 0.00555556}, 

 {0.1, 0.00652639}, 
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 {0.2, 0.00778647}, 

 {0.3, 0.00935701}, 

 {0.4, 0.011259}, 

 {0.5, 0.0135134}, 

 {0.6, 0.0161408}, 

 {0.7, 0.0191616}, 

 {0.8, 0.0225963}, 

 {0.9, 0.0264648}, 

 {1., 0.030787} 

absr1=N[Abs[uex-U1]]; 

Plot3D[absr1,{x,0,1},{t,0,1}] 

 

 

 

 

 

 

 

 

 

 

 

TableForm[Table[Abs[U2-uex],{x,0,1,0.1},{func,{u}}],TableHeadings-

>{Range[0,1,0.1],(ToString[#]< >"[x,t]")&/@{"Absolute error2"}}] 

{ 

 {x, Absolute error2[x,t]}, 

 {0., 0.000584046}, 

 {0.1, 0.000655976}, 

 {0.2, 0.000741215}, 

 {0.3, 0.000842609}, 

 {0.4, 0.000963196}, 

 {0.5, 0.0011062}, 

 {0.6, 0.00127503}, 

 {0.7, 0.00147329}, 

 {0.8, 0.00170474}, 

 {0.9, 0.00197335}, 

 {1., 0.00228325} 

} 

absr2=N[Abs[uex-U2]]; 

Plot3D[absr2,{x,0,1},{t,0,1}] 
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TableForm[Table[Abs[U3-uex],{x,0,1,0.1},{func,{u}}],TableHeadings-

>{Range[0,1,0.1],( To String[#]< >"[x,t]")&/@{"Absolute error3"}}] 

{ 

 {x, Absolute error3[x,t]}, 

 {0., 0.0000184804}, 

 {0.1, 0.0000228675}, 

 {0.2, 0.0000278468}, 

 {0.3, 0.0000335267}, 

 {0.4, 0.0000400357}, 

 {0.5, 0.000047523}, 

 {0.6, 0.0000561599}, 

 {0.7, 0.0000661411}, 

 {0.8, 0.0000776859}, 

 {0.9, 0.0000910392}, 

 {1., 0.000106473} 

} 

absr3=N[Abs[uex-U3]]; 

Plot3D[absr3,{x,0,1},{t,0,1}] 

 

 

 

 

 

 

 

 

 

 

 

 

TableForm[Table[Abs[U4-uex],{x,0,1,0.1},{func,{u}}],TableHeadings-

>{Range[0,1,0.1],(ToString[#]< >"[x,t]")&/@{"Absolute error4"}}] 

{ 

 {x, Absolute error4[x,t]}, 

 {0., 4.61399*10
-7

}, 

 {0.1, 5.76688*10
-7

}, 

 {0.2, 7.17091*10
-7

}, 

 {0.3, 8.8619*10
-7

}, 

 {0.4, 1.08821*10
-6

}, 

 {0.5, 1.32813*10
-6

}, 

 {0.6, 1.61177*10
-6

}, 

 {0.7, 1.94595*10
-6

}, 

 {0.8, 2.33857*10
-6

}, 

 {0.9, 2.79877*10
-6

}, 

 {1., 3.33704*10
-6

} 

absr4=N[Abs[uex-U4]]; 

Plot3D[absr4,{x,0,1},{t,0,1}] 
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 المستخلص

 ىعل للحصول تنفٌذها تم تكرارٌه قئاطر ثلاث استخدام هو ةلارسال لهذه الرئٌسً الهدف   

 . والهندسة الفٌزٌاء مجال فً الهامه المشاكل لبعض التقرٌبٌة الحلول

 الأساسٌة المفاهٌم بعض علً التركٌز هو ةلارسال هذه من الأول الهدف سٌكون         

                                                         وجود ووحدانٌة الحل . الى شروط اضافة التفاضلٌة للمعادلات

 نصاريالأ  -التمٌمً طرٌقه هً مقترحه تكرارٌه قئطرا ثلاث استخدام هو ثانًال الهدف      

(TAM )، جئفري -دافتردار فً الانكماش وطرٌقه (DJM)، بناخ انقباض وأسلوب (BCM)  .

 ، الأولىمثل معادلات بٌنلٌف  الفٌزٌاء فً تنشا التً المشاكل لبعض التقرٌبٌة الحلول ٌجادلإ

 مع عددٌا علٌها الحصول تم التً النتائج مقارنه ٌتم. سكان -وفالكنر ، البندول ، الثانٌة بٌنلٌف

وبعض  وٌلرأو(  (Runge-kutta 4 الرابعةرنك كوتا  أسالٌبمثل  الأخرى العددٌة الأسالٌب

 (VIM) التكرارية التغايرية والطريقة (ADM) للتجزئة نأدوميا طريقة الطرق التحلٌلٌة مثل

. الصامدة النقطة نظرٌة بناخ إلى استنادا المقترحة طرقال بٌن التقارب ٌتم ، ذلك إلى بالإضافة

 .                                                                                                         ةوموثوق ةفعال الحالٌة الأسالٌب أن المتبقً للخطأ القصوى القٌم نتائج وتظهر

 الخطٌة الموجة معادلة لحل الثلاثة المقترحة قئالطرا نفس استخدام هو لثالثا والهدف      

 للأسالٌب التقارب تحلٌللو ، أٌضا. بعادأالخطٌة ذات البعد الواحد والبعدٌن والثلاثة  وغٌر

 مع للتعامل افتراض اي تتطلب لا طرٌقه كل. الصامدة النقطة نظرٌة ستخدمن سوف الثلاثة

 هذه فً للاستخدام تماما مناسبه عملٌا وهً جدا كفوءة هً الأسالٌب هذه. الخطٌة غٌر مصطلح

 .                                                            الأسالٌب هذه وكفاءه دقه توضح التً ةمثلالأ من العدٌد هناك. المشاكل

 

 

 

 

 

 

 



 

 

 جمهورية العراق 
 وزارة التعليم العالي والبحث العلمي

 جامعة بغداد
  ابن الهيثمكلية التربية للعلوم الصرفة/ 

 قسم الرياضيات
 

 
 
 

 وغير الخطية التفاضلية للمعادلات عدديةالو تحليليةال حلولال
 الخطية

 
 

 رسالة
 

 , جامعة بغداد ابن الهيثم   /إلى كلية التربية للعلوم الصرفة  مقدمة

 كجزء من متطلبات نيل درجة ماجستير في علوم الرياضيات
 
 
 
 

 من قبل
 عدوان إسماعيلمنتصر 
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